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We show that the number of linearly independent components of a tensor in 11 dimensions with specified 
symmetry properties is given by a polynomial in 1/. This polynomial can be determined in a simple way 
from the Young diagram associated with the tensor. 

I. INTRODUCTION 

There are two approaches to classifying the irre­
ducible representations of the linear groups GLn and 
SUn' First, one can consider a fixed n, i.e., a space of 
fixed dimension, and label each representation by a 
set of (n - 1) parameters which run independently 
from 1 (or 0) to infinity. A standard formula due to 
Weyl is then available [cf. Eq. (3) below] for computing 
the dimensionality of the representation. [For SU3 

this is the familiar pq(p + q)/2 or (AI + 1)(,12 + 1) X 

(AI + Az + 2)/2.] This approach is best understood 
from the point of view of the Cartan-Stiefel diagram, 1 

the parameters appearing as coordinates of a lattice 
point in an (n - 1 )-dimensional space. 

Alternatively, the irreducible representations can 
be built up from the fundamental n-dimensional 
representation by forming tensors and carrying out 
the well-known symmetrization and antisymmetriza­
tion process on the indices. From this point of view, 
the representation is described by a Young diagram; 
this diagram characterizes one irreducible representa­
tion of every GLn (or SUn), provided n is at least as 
large as the number of rows in the diagram. 

This suggests the following problem: For a given 
Young diagram, what is the number of linearly 
independent components of a tensor belonging to that 
diagram, as a function of n? 

For example, a symmetric tensor with two indices 
has n(n + I )/2 components; the fully-covariant 
Riemann curvature tensor has n2(n2 - 1)/12 compo­
nents; etc. Note that such a formula refers to tensors 
transforming under different groups. 

The purpose of this paper is to show that these 
formulas can be read off from the Young diagram in a 
simple way. In Sec. 11 we state the rule; Secs. III and 
IV contain the proof. 

I t appears that these results are at least partially 
known, but we know of no published proof. 

II. STATEMENT OF THE RESULT 

Consider a Young diagram consisting of N blocks 
arranged in r rows. Let pen) be the dimensionality of 
the associated irreducible representation of GLn or 
SUn' Equivalently, pen) is the number of linearly 
independent tensors with N indices (each index 
running from I to n) having the symmetry properties 
specified by the Young diagram. (When n < r, the 
tensor must vanish identically and we define pen) = O. 
In this case, there is no associated representation of 
the transformation group.) 

Our result is as follows: pen) is a polynomial in n, 
all of its roots are integers, and the multiplicities of 
the roots are given by the lengths of the diagonals of 
the Young diagram. 

Specifically, the number of blocks on the main 
diagonal gives the multiplicity of zero as a root; the 
number of blocks on the mth diagonal below (above) 
the main diagonal gives the multiplicity of +m (-m) 
as a root. 

Thus, for the example shown in Fig. 1, we have 

Pen) = c(n - 2)(n - l)2n2(n + 1)2(n + 2) 

x (n + 3)(n + 4) 

= cn2(n2 - 1)2(n2 - 4)(n + 3)(n + 4). 

The leading coefficient c can be determined by com­
paring this formula with the dimensionality for the 
lowest G Ln compatible with the diagram, i.e., for 
n = r. In this example, the diagram yields a repre­
sentation of G L3 of dimension 15, so we have c . 1 . 22 . 
32 .42 • 5 . 6 . 7 = 15, or c = 1/(27 . 32 • 7). 

However, the constant c can also be read off from 
the Young diagram in a reasonably simple way. We 
shall show that c = diN! , where N is the total number 
of blocks in the diagram and d is the dimensionality 
of the associated representation of the symmetric 
group Ss. The algorithm for calculating d from the 
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FIG. 1. Young dia­
gram illustrating ap­
plication of the 
diagonal rule. 
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diagram is well known. 2 A less profound but com­
putationally simpler prescription for c will be obtained 
in the course of the proof [see Eq. (12) below]. 

III. PROOF OF THE DIAGONAL RULE FOR 
THE ROOTS 

As before, we consider a Young diagram with r 
rows and N blocks. We also define 

Ili = the length of the ith row (Ili = ° for i > r), 
(1) 

Note that the definition of a Young diagram requires 
Ai ~ 0, so that the Pi are positive integers. Clearly, we 
have 

r 

Ili = ~)'j, 
:i=i 

(2) 

Our procedure will consist of beginning with the 
usual Weyl formula for the dimensionality of a rep­
resentation of GLn (or SUn) and recasting it in such 
a way as to exhibit its polynomial nature as a func­
tion of n. The Weyl formula3 (for n ~ r) is 

pen) = P P '" P . (PI + P2) ... (Pn-2 + Pn-l) ... 
1 2 n-l 2 2 

(PI + P2 + ... Pn-l) 
n - 1 

== IT IT . Ipj' 
n-l n-l ( 1 k) 
i=1 k=i k - 1 + 1 j=i 

(3) 

The n-dependence of this expression is obscured by the 
presence of n in the upper limits of the product 
symbols. We therefore proceed by removing these 
appearances of n. As a first step, we note that the 

. quantity in brackets is equal to 1 whenever i > r. 
Thus, for n > r, the upper limit (n - 1) of the first 

product symbol can be replaced by r, and we have 

r n-l ( 1 k) 
pen) = 1l!! k - i + 1 t/ j 

== IT . IT Ipj . 
r ( 1 n-l k ) 

i=1 (n - I)! k=i j=i 
(4) 

Although we have justified this step only for n> r, 
it is easily seen that the result is also valid for n = r, 
provided that an "empty product" such as II~:~ ( ) 
is interpreted as unity. We shall make this interpreta­
tion throughout the remainder of the proof. 

To proceed further with the simplification of the 
n dependence, we use the identity 

k k k 

I Pj = I (1 + Aj) = k - i + 1 + I Ai 
j-=i j=i i=i 

= k - i + 1 + Ili - Ilk+l (5) 

and we split the product within the brackets into two 
parts: 

Pen) = IT [ 1. (Ii (k - i + 1 + Ili - #k+l») 
i=1 (n - I)! k=i 

. Oi (k - i + 1 + Ili - Ilk+l») 1 (6) 

Now the quantity within the first large parentheses is 
independent of n, while in the second large parentheses 
we have Ilk+l == ° (since k + 1 > r). Thus, 

n-l 

IT (k - i + 1 + Ili - Ilk+l) 
k=r 

n-l ( . + )' 
= IT (k - i + 1 + Ill) = n - ~ Ili', (7) 

k=r (r - 1 + Ili)! 
and we finally obtain 

Pen) = (IT .1 IT (k - i + 1 + Ili - 1lk+1») 
1=1 (r - I + #;)! k=1 

X (i:r(n - i ~ Ili)!). (8) 
i=l (n - I)! 

We have now achieved our goal: The dependence of 
Pen) on n has been completely removed from the limits 
of the product symbols. In fact, the expression in the 
first large parentheses in this result is independent of n, 
while the expression in the second large parentheses 
is clearly a polynomial in n with leading coefficient 
1. Moreover, the roots of this polynomial agree 
with the rule stated in Sec. II. In particular, the first 
row of the Young diagram contributes a factor n 
(n + I)' .. (n + #1 - 1), the second row contributes 
(n - I)n· .. (n + Ilz - 2), etc., and this corresponds 
exactly to the "diagonal rule" for the roots of Pen). 
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IV. PROOF OF THE FORMULA FOR THE 
LEADING COEFFICIENT 

We now turn our attention to the computation of 
the leading coefficient of the polynomial, which is 
given in the first large parentheses of Eq. (8): 

C = IT . IT (k - i + 1 + Pi - PHI) . 
r ( 1 r-l ) 

i=1 (r - z + Pi)! k=i 

(9) 
It is convenient to define 

ai = r - i + pi' 1 ~ i ~ r. (10) 

Then we have 

r (1 r-l ) 

C =!! ai!!! (ai - ak+1) (11) 

or 

(12) 

This equation provides an easy method for computing 
c. The a's can be read from the Young diagram, since 
ai is equal to the number of blocks in the ith row plus 
the number of blocks in the first column lying below 
the ith row. The coefficient c is then given by a fraction 
whose numerator is the product of the positive differ­
ences of the a's taken in pairs, and whose denominator 
is the product of the factorials of the a's. 

We shall now prove that c = diN!. Each Young 
diagram with N blocks is associated with an irreducible 
representation of the symmetric group SN; d is the 
dimensionality of that representation. The following 
rule is well known4 and clearly determines d uniquely: 
The diagram with N = 1 has d = 1; the value of d 
for any other diagram equals the sum of the d's 
associated with all subdiagrams obtained by removing 
one block. 

We begin by summing the c's of all subdiagrams 
with one block less. An acceptable subdiagram is 
obtained by removing the last block of (say) the ith 
row, provided this row is longer than the (i + 1 )th 
row-i.e., provided ai - ai+l > 1. Then the effect of 
removing the block is to replace ai by (ai - 1), 
leaving all other a's unchanged.5 A block cannot be 
removed from the ith row when it has the same length 
as the succeeding row (i.e., when ai = ai +1 = 1), but 
in this case the replacement of ai by (ai - 1) leads to a 
set of a's giving c = 0 when substituted into Eq. (12); 
thus no error arises from including these terms in the 
sum. 

If C j denotes the value of the rhs of Eq. (12) with ai 

reduced by 1, then we have 

so that 

1 r ( r ( 1)) - 2, Ci = 2, ai II 1 + -- . 
c i i=1 1':.1 a 1 - ai 

Jr' 

(14) 

In an appendix we prove the identity 

2, ai II 1 + -- = - + 2, ai, r ( r ( 1)) r(r _ 1) r 

;=1 1=1. a j - ai 2 ;=1 

J "" (15) 

which holds for any set of distinct numbers {ail. But 
we see that the total number of blocks in the diagram 
is given by 

r r . r(r _ 1) r 

N=2,Pi=2,(ai- r + 1)=- +2, ai' 
i=1 i=1 2 i=1 

Combining Eqs. (14)-(16), we find 

which can be written 

2,C; = Nc, 
i 

2, (N - I)! C; = N! c. 
; 

(16) 

(17) 

(18) 

Moreover, a diagram with just one block has N! c = 
1. Thus, N! c satisfies the same recursion as d, so we 
must have c = diN! , completing the proof. 
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APPENDIX 

We now give the proof of Eq. (15). 

Theorem: If ai' ... , ar are any distinct numbers, 
then 

2, ai IT 1 + -- = - + 2, ai' 
r ( r ( 1)) r(r _ 1) r 

i=1 ;*~ a j - ai 2 i=1 

Proof" The identity may be rewritten as 

2, ai -1 + IT 1 + -- = - . r [ (. r ( 1))] r(r - 1) 
;=1 ~;~ aj - ai 2 

Ci r ai - 1 - a l - = a· IT --'------"-. , 
c ;;~ ai - a l 

Consider the lhs of this equation as a function of 
(13) the complex variable ar , with ai' ... ar- 1 as fixed 

parameters. This is a rational function of ar , with (at 
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most) simple poles at a1 , ••• ar - 1 . By examining the 
expression, it is easily seen that the residue at each 
"pole" vanishes. Moreover, as ar ---+ <Xi, the expression 
approaches the limit 

r-1 [ ( r-1 ( 1) )] 
-(r - 1) + i~ ai -1 + ~ 1 + a

j 
_ ai . 

Being a bounded entire function, the expression must 
be independent of ar • The result then follows by 
induction on r. 

We mention an interesting related identity: 

r r ( 1) ! II 1 +-- = r, 
i=1 1:1. a j - ai. ,.,.., 

which can be proved by a similar method, or else can 
be obtained as a corollary of the previous identity by 
evaluating the change when all the a's are incremented 
by equal amounts. 

• Mailing address: Centre de Physique Nuc1eaire, Pare d'Aren­
berg, 3030 Heverlee, Belgium. 

1 J.-P. Antoine and D. Speiser, J. Math. Phys. 5, 1226 (1964); 
5, 1560 (1964). 

2 M. Hamermesh. Group Theory and its Application to Physical 
Problems (Addison-Wesley. Reading, Mass., 1962), p. 198. 

3 H. Weyl, Selecta (Birkhauser Verlag, Basel-Stuttgart, 1956), 
p.262ft'. 

4 This rule is related to the Frobenius construction of the repre­
sentations of SN; it is clearly equivalent to the combinatorial rule 
given by Hamermesh in Ref. 2. 

• A slight complication arises in case the last row has only one 
block. Its removal then leads to an (r - I)-rowed diagram with a's 
given by (a1 - I, ... ar-1 - 1). The simplest procedure is to treat 
this as an r-rowed diagram with an empty last row, having a's 
given by (a1 , ... ar-1 , 0). Then the discussion in the text applies. 
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A class of perturbation theories of ordinary differential equations is studied in a systematic and 
rigorous way. This class contains the perturbation theory by Kruskal [J. Math. Phys. 3. 806 (1962)1 
and its generalization discussed by Coffey [J. Math. Phys. 10, 426 (1969)] as well as the formal 
aspects of the perturbation theory for quasiperiodic solutions by Moser [Math. Ann. 169, 136 (1967)]. 
It is shown that the systematic generalization of some algebraic ideas by Sternberg [J. Math. Mech. 
10, 451 (1961)] and Moser provides a framework in which many structures of these perturbation 
theories become more transparent. Especially, two questions raised by Coffey are answered. Finally, we 
touch upon the question of convergence of the formal expansions. 

1. INTRODUCTION 
In his paper, which shows how to generalize 

Bogoliubov's perturbation theory of ordinary differ­
ential equations in the case of systems with all the 
solutions nearly periodic, Kruskal1 uses Bogoliubov's2 
averaging method to construct a new system which no 
longer contains the "angle variable." By solving this 
new system he is able to construct a solution of the 
perturbed system which avoids "secular" terms. 

This procedure can be described also in terms of 
formally equivalent systems. Instead of directly 
aiming at the construction of the perturbed solution, 
one first constructs a formally equivalent system which 
if truncated at some finite power of € can be solved 
directly. This solution then is plugged into the formal 
transformation of coordinates to give the approximate 
solution. 

Introducing an equivalence relation between formal 
vectorfields (i.e., formal power series in € of analytic 
vectorfields) over some open set of Rn , we are able to 
generalize his idea. Especially, we are concerned 
with a generalization recently discussed by Coffey.3 
Coffey asks essentially two questions: (l) Can degener­
ate perturbation theory be made canonical to all 
orders? (2) How can it be understood that Coffey's 
approximation of a certain solution of a certain 
exactly solvable system of differential equations is 
asymptotic to the exact solution for all times, whereas 
usually such an approximation is only asymptotic for 
a time interval of length LIE? We clarify both points 
by first giving exact conditions under which the first 
question can be answered affirmatively and secondly 
proving a theorem [Theorem 2] about the approxima­
tion of asymptotically stable solutions which when 
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applied to Coffey's system gives an answer to Coffey's 
second question. By exploiting and generalizing some 
algebraic ideas of Moser4 and Sternberg,S the algebra 
of the proofs becomes extremely simple, so that we 
can concentrate on a rigorous treatment of the analytic 
aspects of the proofs. 

Finally, we touch upon the question of the con­
vergence of the formal expansions and show that this 
question is strongly related to some research going 
on in the foundations of classical mechanics initiated 
by Kolmogorov. 6 We intend to dedicate a future 
paper to the implications of those works for the 
question of convergence of Kruskal's perturbation 
expansions. 

2. BASIC DEFINITIONS AND PREPARATIONS 

Let R'" be the set of real m-tuples Z = (Zl' ... , zm) 
equipped with the distance 

Iz - zol = max Izv - zovl, 
v=1.2 .. ··.m 

!l some connected set of R m , and the domains 

!l" = {z I z E cm; inflRe (z - zo)1 < K, 11m z\ < K}, 
ZOE !l 

K> 0, a system of open neighborhoods of !l, con­
sidered as a subset of Cm (set of complex m-tuples). 

Cg'(!l) (w stands for analytic, b for bounded) shall 
denote the ring (with respect to obvious addition and 
multiplication) of all real-valued functions over !l 
with the following two properties. 

(i) They are restrictions to !l offunctions which are 
defined and analytic in some domain !lo. Here 0 is a 
positive number which may depend onf. If we want to 
show this dependence explicitly, we write 0(1) instead 
of simply o. 

(ii) 

If I" == sup If(z)1 (2.1) 
:E!l" 

exists for 0 < K < O. 

Example: Let 

!lIe) = {(Zl, z2)llz21 < c} C R2. 

The function 

f(zl, Z2) = (z~ - a4r1 cos Z1 

belongs to Cb'(!l(e» for each c < a, and 0(1) = a-c. 

It is clear that I E C~(ll) implies IE Cg>ci», where -n 
is any connected set contained in !l. 

Notice that, in case !l is bounded, (i) implies (ii). 
However, this is not the case, in general, as the reader 

can check by replacing cos Z1 in the example above 

by Zl' 
Let !v,oo,vp be the derivative of I with respect to 

Zj, .•• , zp. It also belongs to Cb'(!l) if I does. Indeed, 
a simple application of Cauchy's integral formula 
yields 

(2.2) 

We will also make use of the following ring. of 
power series in E: 

\J(ll) = ring of formal power series in E over Cb'(,:t». 

We use the notation 

fez, E) = i f(n)(z)E n . 

n=O 

If IE \J(!l), the function pn)(z) is called the nth 
coefficient off, and by definition it belongs to Cb'(':D). 

By N!l) we denote the subring of convergent 
power series or, more exactly, we have I E N!l) if and 
only if there exist constants 0 and K(K) such that 
fez, E) is real in !l for real E, holomorphic in 

{(z, E) I Z E !l,,; 0 < E < [K(K)r l
, 0 < K < o}, (2.3) 

and uniformly bounded on !l" for fixed E. (In order 
not to overload the text with absolute signs, we do not 
distinguish between E as a complex number and its 
modulus. It is always clear from the context what E 

stands for. If the reader does not like this slightly 
abusive notation, there is no harm in assuming that E 

is always a real nonnegative number.) 
o and K(K) may again depend on/E N!l). To show 

this dependence, we shall occasionally write 0U) and 
K(K,f) [or shorter K(I)], and we shall call 0 and K the 
characteristic constants off 

To avoid the introduction of a new constant, namely 
the bound off on !lK' we may always choose KCK) in 
(2.3) in such a way that 

If(O)I" ~ K(K). 

This choice implies, according to Cauchy's estimate, 

Ipn)l" ~ [K(K)]n+1 

for 0 < K < o. Hence, we have 

(2.4) 

(2.5) 

on the set (2.3). Observe that K(K) is a nondecreasing 
function of 1(. 

It is easy to see that iff is a formal power series 
whose coefficients satisfy (2.4) and 

o = inf ou(r") > 0, 
(n) 
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then actually / E ~(!l) with characteristic constants 
o and K(K). To show that N!l) has really the structure 
of a ring with respect to the usual addition and multi­
plication of functions is also trivial and therefore left 
to the skeptical reader. We also check that if !V1'''VP 

stands for the power series obtained from / E N!l) by 
differentiating/with respect to Zv , ••• ,Zv , then 

1 • 

Indeed the corresponding 0 is easily seen to be o(f). 
Now let Z E!lK [0 < K < o(f)]. Draw in the Zv plane 
a circle of radius Ho - K) around Zv and apply 
Cauchy's integral representation. Then one recognizes 
that 

where 

K(P)(K) = (_2_) K(K), for n + 1 < p, 
O-K 

= 2K(K) 
(2.6) 

, for n + 1 ~ p. 
O-K 

Remark: It is not difficult to see that all polynomials 
in E with coefficients in Cr(!l) belong to N!l). If 
/ E Ir(!l), we define 

x 
f[S] = If(l)E", 

n=O 

i.e . ./[11'] stands for the power series / truncated at the 
(N + l)th coefficient. Clearly, /[11'] E ~(!l), even if 

/et ~(!l). 

Now we introduce the set of q-tuples over Ir(!l): 

Iri!l) = {II/ = (fl' /2' ... ,f"q)./v E Ir(!l)}. 

If / E Ira(!l) we refer to /v as the vth component off 
pn) again denotes the nth coefficient of / and is now a 
q-tuple of members of Cr(!l). Clearly, Ira{!l) can be 
looked upon as a module over Ir(!l). Similarly, 
~i!l), i.e., the set of q-tuples over N!l) can be con­
sidered as a module over-~(!l). By definition, we have 
IrI(!l) == Ir(!l) and ~1(!l) == ~(!l). Of special signifi­
cance is the case q = m. 

The characteristic constants of/ E ~a(!l) are defined 
by 

o(f) = min o(f.) 
v=l.···,Q 

and 

K(f) = max K(fv), 
v=l.···.q 

Lemma 1: Let /E ~q(!l) and f[N] == ° for some 
N = -1, 0, 1, 2, . .. (we define fH] = P-l) == 0). 
Let 0 and K(K) be the characteristic constants of /; 
then I/(z, E)I is majorized on the set (2.3) by 

[K(K)E]·V+l K(K) 
K(K) < --'-'--

1 - EK(K) - 1 - EK(K) 

Let e be the trivial function 

e(z, E) = z. 
Clearly, 

e E ~m(!l) if and only if !l is bounded. 

In any case, we define 

Wm(!l) = {f If = e + E/,fE Irm(!l)} 

and similarly 

~m(!l) = {f If = e + if,f E ~m(!l)}. 

(2.7) 

H/E Iri!l) and g = e + Eg, g E Irm(!l), we define 
a composition / 0 g which also belongs to Irq(!l) by 

co €,p m 

(f 0 g)(z, E) == I - I f.vt""'V.gVl ... gvv' (2.8) 
p=O p! v1.···.v.=1 

where f V1"'V p was defined above. This composition is 
the natural extension of the usual composition of ana­
lytic functions to formal power series (see Lemma 2). 

We recognize from the definition (2.8) that the sum 
on the right side for each coefficient (f 0 gyn) IS 

actually finite. We obtain, for n = 0, 1, 2, ... , 

(fo g)(O) =f(O), 

(fo g)(1) =f(1) + ~J.(2)g~0), 
v=1 

(fo gY2) = t<2) + i(f.(2)g~l) + f.(;)g~O» (2.9) 
v=1 

m 

+ L '" f(O)g(O)g(O) 
2 £., • VI' v 1" 

v.Il=1 

Lemma 2: (i) (j 0 g)(n) only contains coefficients 
g(P) with p ~ n - 1. (ii) If/ E ~q(!l), g E ~",(!l) 

[i.e., g = e + Eg, g E $mCD)], 

then / 0 g also belongs to ~q(!l). 

Proof: (i) is an immediate consequence of the 
definition of / 0 g. Under the condition (ii), / and g 
stand for at most 2m holomorphic functions where 
(z, E) varies in a domain of the kind (2.3), and there­
fore (2.8) coincides with the usual composition 

respectively. f(g(z, E), E) = f(z + Eg(Z, E), E) (2.10) 
For later reference we present the folIowing trivial 

result in form of a lemma. wherever the latter is defined. 
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To prove (ii), it is therefore sufficient to show that 
there exist positive constants tJ and K(K) such that 
(2.10) is holomorphic in a domain of the kind (2.3) 
and is majorized in each 1)",0 < 'YJ < tJ, by 

K(K)/[l - EK(K)]. 

Ld 01 be the minimum of all o's and KI(K) the maxi­
mum of all K's over the set of components off and g 
and put 

tJ = ttJ I , K(K) = max ([p(K)]-\KI(2K)}, 

where p(K) is defined to be a real positive number 
such that for Z E !)" and E < p(K) we have 

EKI(K) 
IEg(Z, E)I < < K. 

1 - EKI(K) 

Then it follows for Z E!)", E < l/K{K), 0 < K < tJ, 
that 

g(z, E) E !)2" C !).1' 

Thus (f 0 g)(z, E) is holomorphic in each !)", 0 < 
K < tJ, and majorized by 

K(K)/[l - EK{K)]. 

The lemma is proved. 

Remark: Because the composition (2.8) coincides 
with the usual composition under the assumption (ii) 
of Lemma 2, it is customary to use the notation (2.10) 
instead of (f 0 g)(z, E) even iff and g are only formal 
power series. 

.£)rn(!) and arne!)~ have an important algebraic 
structure which is revealed in the following lemma. 

Lemma 3: .£)m(!) and am(!) are groups with unit 
element e with respect to the composition 

fog = g + E{f 0 g). 

Here 

f = e + if and g = e + Eg, f, g E ~m(1). 

Proof" The fact that .£)m{!) is a semigroup is a 
corollary of the statement (ii) in Lemma 2. If f, 
g E .£)m(!), the composition 0 coincides with the usual 
composition of holomorphic functions which is 
known to be associative. Associativity being a purely 
algebraic property, it extends from .£)m(!) to ff",(!). 
It follows that also ffm(!) is a semigroup. (The fact 
that e plays the role of the unit element is trivial.) We 
shall prove now the existence of an inverse. This is 
simple for time!)~. It follows from the fact that the 
equation 

g(z, E) + fez + Eg, E) = 0, 

i.e., 
g(ll) + (f 0 g)(1I) = 0, 

allows a recursive determination of the coefficients due 
to the statement (i) of Lemma 2. Because the calcula­
tion of (f 0 g)(n) involves only finitely many differentia­
tions and ring operations, the reader easily constructs 
an inductive proof of the fact that g(n) E Cg'(1). 

To show that f = e + if has an inverse in .£)m(1) , 
let 0 and K(K) be the characteristic constants of f, 
and define 

K 1 
p(K) = 1 + K K(2K) . 

The function spaces 

Ill" = {g I g = analytic in the set 

!)" X [€ < p(K)] and continuous on its closure} 

equipped with the supnorm, which we denote by 
Ilgll" , are Banach spaces. The ball ~" of radius K/ p(K) 
is a compact and convex set of each space Ill", with 

0< K' < K. 

Therefore, if we can prove that the map Tf defined by 

Tfg = -fo (e + Eg) 

maps ~" into itself (for some K > 0), Tf will have 
a fixed point in each space Ill"" 0 < K' < K, by 
Schauder's fixed point principle,7 and the function 

g* = e + Eg* 

corresponding to the fixed point g * will represent the 
inverse of f in i>m(!). The coefficients of g * are the 
same as those obtained for g in the recursion pro­
cedure described above because the latter is unique. 

It remains to show that ~" is mapped into itself 
by Tf • Let K be any real number with the property 
0< K < ttJ; g E)S" implies IIgll" ~ K/p(K). Hence 

IIEglI" < K, 

i.e., 

for 
Z E !)", E < p(K). 

Hence, according to (2.5) (or Lemma I), we have 

liT II K(2K) K 
fg " < 1 - p(K)K(2K) p(K) 

The lemma is proved. 

Remark: In the sequel we denote the inverse of f in 
time!)~ [or .£)m(!)] by L1 and correspondingly its 
components by Llv , 'JI = I, 2, ... , m. 
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We still have not revealed all the algebraic structure 
of \J me!»~. We are led to a structure of a different kind 
if we interpret the members of \Jm(!» geometrically. 
Obviously they may be considered as formal "vector 
fields" over SOme neigl}borhood of !>, whereas, if 
fE tlm(!»' f can be interpreted as a I-parameter 
family of analytic vector fields. 

It is natural to associate with f E \Jm(!» and g E 

\Jq{!» another member of \JaC!», namely 

(f ~ g) E \Jq(!» 
defined by 

m 

(f ~ g)/l = I,/vg/l.v· 
v=1 

It can be interpreted as the derivative of g in the 
direction f (The symbol ~ was taken from Ref. 8, 
where it is used in a similar but more general context.) 
Finally, we may define 

[f, g1 = f ~ g - g ~ f, f, g E !Jm(!», (2.11) 

and in this way we imprint on !Jm(!» the new structure 
of a Lie algebra. 

Now we are in the position to define a useful 
partition of !Jm(!» into equivalence classes. Letf, g E 

!Jm(!». We write 

we mean any member J E !Jq(!» such that 

j=jU=O (2.14) 

and rank (Jv./1)'=o = q. 
In any case, we have 

I ~ J[N] = (f - I[Nl) ~ J[N} + I[Nl ~ J[Nl 

= D(EN+!) + (f[N] ~ J[Nl)[N] 

= [f ~ J][Nl + D(EN +1). 

Hence (2.14) implies 

I I- J[Nl = D(EN+1), 

i.e., a q-fold formal integral defines q (hierarchies of) 
asymptotic invariants. For the notion of an asymp­
totic invariant, see Refs. 3, 9, and 10. 

Lemma 4: The system of differential equations 

i = fez, E), 
where 

fE !Jm(!» and f~O) = 0, v = 1,2,"', q, 

has a q-fold formal integral if and only if 

f'" g mod am(!»' 

f '" g mod am(!»' 

WE arne!»~ 

(2.l2) where the first q components of g vanish. 
if there exists 

such that 
f~W =go w. 

To see that this is an equivalence relation and at the 
same time to get some idea about its usefulness, 
consider the two formal differential equations 

i = fez, E), 

~ = g(', E) 

Proof: Let J E \Jq (!» be a q-fold formal integral. 
Because f~O) = 0, it is no loss of generality to assume 
J~Ol = ev for v = 1, ... ,q. 

Hence there exists V E \Jm(!» such that V E am(!» 
defined by 

Vv = Jv , v = 1,2, ... , q, 

= e v , v = q + I, ... , m 

has a representation 

V = e + EV. 
and assume that they are transformed into each other We define 
by a transformation 

z = wa, E) Hence, 
with the inverse 

One easily checks that this implies 

gI-W=foW, 

j I- W -1 = g 0 W -1' (2.13) 

i.e., formulas which show the symmetry of the relation 
(2.12). The transitivity of the relation can be shown in 
a similar way, and the reflexivity is trivial. 

By a q-fold formal integral or asymptotic invariant 
of the system 

i = fez, E), fE !Jm(!», 

gv = (jl-V.) a V_I vanishes for v = 1,2,'" ,q. 

The inverse statement is an immediate consequence of 
the second equation of (2.l3) which shows 

gv = 0, v = 1,2, ... , q, impliesj ~ W_lv = 0, 

'V = 1,2, "', q. 
This proves the lemma. 

Closely related to the notion of an asymptotic 
integral is the notion of an asymptotic surface. Such 
a surface (or, better, hierarchy of surfaces in analogy 
to the hierarchy of asymptotic invariants) may be 
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constructed if the unperturbed system has an in­
variant surface. To discuss this notion in some detail, 
assume now that !) is a closed domain of R"'. Let 
a = (a1 , ••• , aq) be some constant vector of Rq. We 
define 

!)(a) = {z I z E !); Zl = a] , ... , Zq = aq}. 

Assume that a is chosen in such a way that !)(a) 

contains at least one interior point of !). Then !)(a) 

represents an (m - q)-dimensional submanifold which 
is homeomorphic to a closed domain of RlII-Q. 

Now let c~a(!)) be the sub ring of functions of 
Cg>CD) which vanish on !)(a). 

Assume that A is an m-tuple of members of Cg>(!)) 

such that 
Av E Cg'a(!)), v = 1,2, ... ,q. 

Then the system of differential equations 

i = A(z) 

has an (m - q)-dimensional invariant submanifold 
!)(a). [Actually, by definition of Gg>a(!)) this manifold 
has an extension to !)~a), 0 = o(A).] 

This means that any integral curve having a point 
in common with !)(a) lies completely in !)(a) (for all 
values of t for which it exists). 

Let lJ(a)(!)) bl! the ring of formal power series over 
Cg'a(!)) and consider the perturbed system 

i = fez, E), PO) = A, 

where f E IJm(!)) [in practical applications we usually 
even have f E f>m(!))]. 

We will say that the system has an asymptotic 
invariant surface if and only if 

where 
gv E lJ(a)(!)), V = 1,2, ... ,q. 

The importance of this notion can be seen In the 
following way. Let ~(N)(t, E) be a solution of 

~ = g[Nl(~, E) 

which stays in !)(a). The corresponding function 

Z(N)(t, E) =W[N1a(J',')(t, E), E) 

stays in the analytic submanifold 

!)(u;N) = {z I z = W[N1a, E); { E !)(a)}. 

Now by assumption we have for all { E !)(a) 

(jf-W_h)oW=O, v=1,2,···,q. 

Hence we have on !)(a;N) 

f I- W~i~(z, E) = .0(101\'+1), V = 1,2, .. " q; 

the functions W~~~(z, E), if restricted to the sub­
manifold !)(a:N), are asymptotically invariant under 
the flow induced by the vector field f in !). (They are 
"slowly varying" with time.) 

It is obvious from our definitions that a q-fold 
formal integral defines a q-parametric family of (m -
q)-dimensional asymptotic surfaces. 

3. THE APPROXIMATION OF EXACT SOLU­
TIONS WITH HELP OF SOLUTIONS OF 
TRUNCATED FORMALLY EQUIVALENT 

DIFFERENTIAL EQUATIONS 

In this section we define the approximations 
Z(N)(t, E) and Z(N)(t, E) (which can be looked upon as 
Nth and (N - !)th approximations) of the exact 
solution Z(t, E) of a differential equation 

i = fez, E), fE f>m(!)). 

These approximations are essentially obtained by 
composing. an appropriate solution of a system that 
is up to order EN equivalent to the given one with the 
suitably truncated transformation connecting the two 
systems. Depending on whether the latter is truncated 
in such a way as to include powers of E up to order 
N - lor N, we obtain Z(N)(t, E) or Z(N)(t, E), respec­
tively. 

With the general methods developed so far we shall 
give a proof of a theorem of which several special 
cases are already known.1.2·1l·12 The essential content 
of the theorem is that, for solutions Z(t, E) which stay 
in the domain of analyticity of fez, E) for all t large 
enough, we have 

Iz(t, E) - Z(N)(t, E)I = .o(€N) 

for a time interval of length LIE, where L may be 
arbitrarily large if only 10 is sufficiently small. This is 
done in Theorem 1. 

Theorem 2 discusses some cases of differential 
equations and their solutions which allow an approxi­
mation of a similar kind as described in Theorem 1, 
but with the difference that it is valid for a time 
interval of infinite length. 

Because the approximations are only asymptotic, 
the reader should be warned that the calculation of 
high-order approximations does not make sense as 
long as the convergence of the formal expansions is 
not guaranteed, i.e., as long as we use only formally 
equivalent and not analytically equivalent systems of 
differential equations for our construction of the 
approximation. 

Theorem 1: Let 

f E f>m(!)) and f,....., g mod ~m(!))' 
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i.e., 
g r W = 1 0 W for some WE iim(::D), 

and 
PO) = g(O) = A, A independent of z. 

Furthermore let '(N/t,.:-) [with vth component 
'(,Y)v(t, E)] be a solution of the system 

(3.1) 

with the property that, for E < PI and all t > to , 

'(N)(t, f) stays in the domain !\" Here PI' Kl' and to 
are real numbers with the properties 

o < PI < I/K(K1), 0 < KI < b, 

and band K are the two characteristic constants of 
the function: 

R(N) := g[N] I- W[NJ - f 0 W[NJ. 

Then the function 

Z(N)(t, f) == W[NJG(N)(t, f), f) 

is an D(f'Y+l)-approximate solution of 

i=/(z, f), 
i.e., 

dZ(N)(t, f) _ f( (t» _ ""'( N+1) z(N) ,f, f -.v E • 
dt 

(3.2) 

(Compare Ref. 13, p. 3.) Moreover, there exists an 
exact solution z(t, f) of (3.2) such that z(N)(t, f) and 
also the function 

Zev) == W[N-l1('Cy)(t, E), f) 

deviate from z(t, E) on each set 

{(t, f) I to < t < to + L/f; f < peL)} (3.3) 

only by a quantity of order fN, i.e., we have on each 
set (3.3) 

Iz(t, E) - z(N)(t, f)1 = D(fN), 

Iz(t, f) - zuvit, f)1 = D(fN). 

In (3.3) peL) is a certain nonincreasing function of L. 

Remark: Here the symbol· .. = D(EN) abbreviates 
the statement: There exists a real positive constant 
C N(L) such that 

I' . '1 ~ CN(L)EN
• 

Proof' Let R = g r W - loW. By assumption 
R == 0 (i.e., all the coefficients of R are zero). Recall 
the definition R(Nl in the statement of the theorem. 
Lemma 2 implies R[/f) = R[N] = 0 and R(N) E ~mCD). 
According to Lemma I, IR(N) I is majorized on Il", by 

fN+1[K(KI)]N+2/[l - fK(KI)l, 

i.e., we have for f < PI 

IR(N)('(N)(t, E), f)1 ~ CNf
N+1 

with some real positive constant C N' But obviously 

dZ(N)(t, f) 
dt - f(Z(N)(t, .:-), f) = R(N)('(N)(t, f), f). 

The combination of the last two relations yields' the 
first statement of the theorem. 

Using the fact that/(O)(z) = A is independent of z, 
weconcIudefromLemma 1 that ol(z, f)/ozon {(z, E): 
z E :D"2' E < l/k} is majorized by Ek, where K2 is some 
number with the property 

4 
Kl < K2 < band k = --K(K2)' 

b - K2 

[Observe that, by definition, b < b(f), K(K) > 
K(K,f), and also 

(
Of) 2 

K K, - == max K(K,Jv.p) < -- K(K, f).] 
OZ V.1l b - K 

Let z(t, E) be an exact solution of (3.2) which for 
t = to differs from Z(N)(tO' E) by a quantity of ordefEN • 

Then by a theorem about E-approximate solutions 
(see Theorem 2.1 of Ref. 13) there exists a real positive 
constant bN such that 

C EN 
I () ( )1 < b N N «k(t.-Io) 1) z t, E - zev) t, E _ NE + -k- e -. 

This inequality is true for all t > to and all E < P2 == 
min (I/k, PI) for which Z(t, E) does not leave :D"2' 

We now shall show that there exists a function 
P = peL) such that the above inequality is true on the 
set (3.3). Suppose this would not be the case. Then 
there would exist a constant Lo and a function T(E) 
such that 

T(E) < to + Lo/E 

and such that for arbitrarily small € we would have 

where K3 is some fixed number with the property 

1(1 + K3 < K2' 

In particular, 
z(T( E), E) E :D"2' 

Hence, if 
W = e + EW, 

we have 
I 

Iz(T(E), E) - '(N)(T(E), E)I 

~ [b N + (CN/k)(ekLO 
- l)]EN 

(3.4) 

+ E I W[N-IJ['(N)(T(E), E), Ell. 
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The right side is of order E, thereby contradicting (3.4) 
and proving the theorem for Z(N)(t, E). Thattheassertion 
of the theorem is also true for z(N)(t, E) follows easily 
from the fact that Z(N) and z(N) differ by a quantity 
of order EN. The theorem is proved. 

Remark: In most applications of Theorem lone 
would like to approximate a certain solution z(t, E) 
of (3.2) characterized by the initial condition z(to, E) = 
a. The question naturaIly arises: What solutions 
~(N)(t, E) of (3.1) have the property that 

Z(N)(t, E) == W[N](~(N)(t, e), E) 

approximates the particular solution z(t, E) in the 
sense of the theorem? The only thing we have to 
observe in choosing ~(N)(t, E) is that 

Iz(x)(to, E) - al 

is of order eV. This, for example, is the case if we 
choose ~(1v/t, E) such that 

~(N)(to, E) = W~1](a, E). 

Indeed, we have 

IZLV)(to, E) - al = I(W[N] 0 W~Y])(a, E) - al. 
But the right side clearly is of order e". 

The estimates of Theorem 1 are the best possible 
for the wide class of differential equations and their 
solutions that we consider. However, this does not 
mean that we cannot get better estimates if we restrict 
the class of differential equations or if we are only 
concerned with the approximation of a certain class 
of solutions of these differential equations. 

Coffey gives an example where 

Iz(t, E) - z(1/t, E)I 

is of order E for all t: - 00 < t < 00. Let us have a 
closer look at his system of differential equations under 
investigation. His equation [Ref. 3, formula (4.43), 
p. 435] is trivially equivalent to the system 

il = EU(1 - u), 

Zl = Z2' 

Z2 = - W2(U)Zl' 

where w(u) and w-1(u) are holomorphic in a certain 
domain of the u plane containing u = ° and u = 1. 
By the change of variables 

v . 
Zl = ! sm x, 

[w(u)] u(t - u) 

v[w(u )]! 
Z2 = cos x, 

u(l - u) 

the system is brought into the form 

il = EU(l - u), 

v = EV(l - u) - EVU - tE(ln w)'u(l - u) cos 2x, 

x = w(u) + tE(ln w)'u(l - u) sin 2x, (3.5) 

where the prime denotes djdu. We see that the system 
(3.5) has two "closed orbits" with equations u = 0, 

v = ° and u = I, v = 0. For E > ° the first orbit is 
asymptotically stable for t -). - 00, whereas the second 
has this property for t --)0 00. Observe that 

u = D(e<t), v = D(ed
), for t --)0 - 00 

and 

t - u = D(e-<t), v = D(e-<I), for t --)0 + 00 

such that Zl is well defined for both limits although 
the transformation (Zl, Z2) --)0 (x, v) is singular for 
u = ° and u = 1. It follows that at least those solu­
tions of the original system that are under investigation 
in Ref. 3 can be constructed with the help of solutions 
of the asymptotically stable differential equation (3.5). 

That in the case of asymptotically stable (or 
unstable) differential equations any perturbation 
theory which uses solutions of formally equivalent 
differential equations gives good approximations for 
an infinite time interval follows from the following 
considerations (see especiaIly Theorem 2). 

Before we state and prove the main result, we 
mention two lemmas (Lemmas 5 and 6). Lemma 5, 
whose proof is omitted, can be found, for example, in 
Ref. 14. The proof of Lemma 6 also follows standard 
arguments found in Refs. 13 and 14. 

Lemma 5: If 1p is differentiable, then 

cP(t) ::::;; 1p(t) + fx(S)cP(S) ds, for t ~ a, 

implies 

cP(t) ::::;; 1p(a) exp fX(lI) du + fexp fx(U) du1p'(s) ds, 

for t ~ a. 

Lemma 6: Let z = (x,y) E Rr x RS, 

!> = Rr x {O}, 0= origin of RS, m = r + s, 

{

WV+EFv(x,y,E), } 
v=12 .. · r 

/v(z, E) = ", EN!», (3.6) 
(d2y)v + EGv(X,y, E), 

v=r+l,"',m 

where 

aG 
F(x, 0, €) = 0, G(x, 0, E) = 0, - (x, 0, €) = 0, ay 
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and Q is an s X s matrix with eigenvalues having 
negative real parts. If 

z(t, E) = [x(t, E), yet, E)] 

is a real solution of 
i = fez, E) 

and K is a sufficiently small real positive number, then 
z(O, E) E ::D" implies z(t, E) E::D" for all t> 0. More­
over, 

lim yet, E) = 0. 
t .... 00 

Proof" Observe that, for z real, z E ::D" is equivalent 
to Iyl < K. 

Choosing k(K) = 2K(2)(K,f) [see (2.6)], we have 

IG(x, y, E)I ::;; k(K)K Iyl 
for 

Z E ::D", E < [k(K)r1
• 

If for the sake of simplicity we make the additional 
assumption that Q is diagonal, there exists a real 
positive number ()( such that for all y E RS 

I edlty I ~ e-E~tlyl. 

Thus by standard arguments13,14 we have 

eE~t Iy(t, E)I ::;; IYol + Ek(K)K feE~T IY(T, E)I dT. 

Applying Lemma 5 to this equation, we find 

Iy(t, E)I ~ IYol e-EP(")t, 
where 

(3(K) = ()( - Kk(K). 

This is a relation from which all the statements of the 
lemma immediately follow. 

Let f be defined as in Lemma 6. Assume f,...." g 
mod iim(::D), where g is of the same kind as f (i.e., 
more exactly, g has also the form (3.6), but with 
F, G replaced by some formal power series). 

Let '(lY)(t, E) and z(N)(t, E) be defined as in Theorem 
1. Then Z(N)(t, E) is clearly an exact solution of the 
equation 

where 
i(N) = (gUV] I- W[Nl) 0 (W[N]LI . 

The components of f(lY) have the form 

.t: - {wv + EF(N)v(x, y, E) 
(N)v - (EQy)v + EG(N)v(X, y, E). (3.7) 

Here F(lY)' G(N) are functions of the same kind as F 

and G. In addition, we have f - f(N) = D(EX+1). 

More specifically it is not difficult to see that there 
exists a constant k(K) such that for z, ,E::D" 

IF(x, y, E) - F(N)(~, n, E)I 

and 
~ k(K)[ly - nl + Iylix - ~I + EN lyl] (3.8) 

IG(x, y, E) - GLvM, n, E)I 

::;; k(K)[IY - nl + K Ix - ~I + EN K] Iyl. (3.9) 

Here we can adapt k(K) in such a manner that it 
coincides with the constant of Lemma 6 denoted by 
the same symbol. (Observe that strictly speaking 
k(K) also depends on N. However, in our discussion 
we keep N fixed.) In the following we shall keep K so 
small that (3 - 2Kk(K) = ()( - 3Kk(K) > 0, and we 
assume that E < l/k(K). 

Theorem 2: Assume that W is a constant r vector. 
For each solution z(t, E) of 

i =f(z, E) [fdefined in (3.6)], 

with z(O, E) E ::D" and K small enough, there exists a 
solution z(N)(t, E) of 

i = f(N)(Z' E) [fey) defined in (3.7)] 

such that 

~ == Iz(t, E) - zedt, E)I = D(KEN) (3.10) 

for all times t ~ 0. 

Proof: Assume for the sake of simplicity that ~ 
vanishes for t = 0, i.e., ZUV)(O, E) = z(O, E). Writing 
down the differential equations for z(t, E) and Z(N)(t, E) 
and using the inequalities (3.8) and (3.9), we easily 
deduce 

~1 ::;; EK (it~2 dT + K Ite-EPT~l dT + EN K ite-EPT dT)' 

Here 

~2eE~t ::;; EKk ite(a-p)r{~2 + K~l + KEN} dT. 

~I == Ix(t, E) - x(N)(t, E)I, 

~2 == Iy(t, E) - Y(N)(t, E)I. 

The right sides of these inequalities are differentiable 
functions which we denote by PI and P2eEat, respec­
tively. 

Then we have 
~I ::;; PI, ~2::;; P2 

and therefore 

. < k + k -Ept + i\'+lk -EPt PI _ E P2 E Ke PI E Ke, 

P2 ::;; EkKP2e- EjJl - E()(P2 
+ EK2ke-EPtpl + EN+1K2ke-EPt. 
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To simplify these inequalities, we use the abbreviation or 

Y = EkK, 
ENe 

~l :::;; PI :::;; A(t) :::;; 1 _ e 
and we obtain 

d ( <.1) < + + x ""it P2e - YKPI YP2 E YK. 

From the second relation we deduce 

pze<PI:::;; P2efOt:::;; E,VYKt + Itx(s)e< Psp2 ds 

+ Ky f p1(S) ds, 

where 

and therefore 

l tdsx(s) :::;; ("'dtx(t) = Kk == In M. 
s Jo p 

Hence, according to Lemma 5, we have 

P2e<fi t
:::;; MYK f[EN + Pl(S)] ds. 

Using this result in the above inequality for PI' we find 

PI:::;; (My2f[EN + ptCs)] ds + Y[EN + PI(t)]) e-E/it. 

A second integration yields 

PI(t):::;; fdTe-EPT( My2f[EN + PI(S)] ds 

Define 

+ Y[EN + PI(T)]). 

A(t) = max pis). 
oSsSt 

Then 

fkV + PI(S)] ds :::;; T[E S + A(T)] :::;; T[E
S + A(t)] 

for T :::;; t. 
Hence 

PI(I) :::;; Y fdTe-EPT(MYT + 1)[EN + A(t)] 

< (t) (1 + K;) [A(t) + EN](l - e-E/l
t
). 

It follows that 

where 

for all t 2 0, a result which shows that 

~1 = D(ENK) 

as long as we keep K so small that e < I. But the last 
inequality is implied by the assumption about K made 
above Theorem 2. 

It is now an easy matter to prove that also ~2 is of 
order EN K, and, because 

~ = ~l + ~2' 
the result (3.10) follows. 

Remark 1: Actually our inequalities allow us to 
prove somewhat more, namely the fact that 

pit) = D(KEN(l - e-E/it», 
pz(t) = D(K2EN+1te-E/it). 

These relations show that X(N) approximates x the 
worse the larger t becomes. But this is not so for the 
y approximation, which is the poorest for 

t = I/EP. 
Of course, this result is not surprising in view of the 
fact that we approximated a solution which is asymp­
totically stable for t ~ 00. 

Remark 2: Notice that we proved the result (3.10) 
under the assumption that to zeroth order the system 
has the form 

x = W, Y = 0, 

where w is a constant r-vector. 
The observation that in Coffey's system (3.5) w is 

not constant but a function of u shows that our theo­
rem must be slightly generalized in order to be appli­
cable to the system (3.5). 

Indeed, the following generalized version of Theorem 
2 makes it understandable that Coffey's construction 
is asymptotic for all times - 00 < t < + 00. 

Theorem 2': Let all the assumptions of Theorem 2 
be satisfied except for the condition of constancy of 
the r-vector w being replaced by the following con­
ditions: (i) y splits into (u, v) and correspondingly G 
into (H, K) and G (N) into (H(N) , K(N» in such a way 
that H(N) == H is a function of the variables u only 
(i.e., the variables u are not changed in the process of 
the construction of the formally equivalent system); 
(ii) w is a function of the u's only. 
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Proof: If w is a function of y, then the inequality 
(3.8) has to be supplemented by an estimate of the 
term 

w(y) - w(fJ). (3.11) 

In general, such a term destroys the result of Theorem 
2 by producing a term exp (ej€) on the right side of 
(3.10). However, under the condition (i) of Theorem 
2' we have 

U(N)(t, €) = u(t, E). 

This conclusion together with the condition (ii) shows 
that the term (3.11) can again be dropped. Hence all 
the arguments which led us to the result (3.10) of 
Theorem 2 are also valid under the more general 
assumptions of Theorem 2'. 

Remark 3: A slight modification of the proof shows 
that the result (3.10) is also true if the system to the 
zeroth order has the form 

x = w(y), Y = Oy, 

i.e., if we drop the € in front of the matrix 0 in the 
vector field (3.6). 

4. HOW TO CONSTRUCT FORMALLY 
EQUIVALENT VECTOR FIELDS 

We mentioned already that by introducing the 
bracket by definition (2.11) we imprint on !jmCD) the 
structure of a Lie algebra. As usual in this connection 
we associate with each/E !jmCD) a linear operator 

by 

We have 

ad I: !jmCD) --+ !jm(!l) 

adlg = [I, g]. 

adfg = [~/(n)€n, gJ = n~t'[J(n), g] 

= .~>n adf(n)g. 
n=O 

In this sense each operator ad I is representable as an 
infinite formal power series. The Jacobi identity 
implies that ad I is a derivation of the Lie algebra 
O'm(!», i.e., 

adf[g, h] = [adlg, h] + [g, adlhJ. 

We have now 
00 €1> 

exp (€ ad!) == I - (adf)1>· 
1>=0 p! 

This definition makes sense because, as is easy to 

is expressible by finitely many ring operations and 
differentiations on the coefficients of I and g. We find 
for n = 0,1,2 

h(O) = g(O), 

h(l) = g(1) + [PO), g(O)], 

h(2) = g(2) + [PO), g(1)] + [f(1), g(O)] 

+ HpO), [f(O), g(O)]]. 

One easily verifies (see, e.g., Ref. 15) 

[exp (€ ad/)g, exp (€ ad/)h] = exp (€ ad/)[g, h]. 

Every IE trm(!l) determines an automorphism of 
!jm(!l) with respect to its structure as a Lie algebra. 
This is not only true for trm(!l) itself but for any 
subalgebra £ of !jm(!l). The group of automorphisms 
generated by all the elements of the form 

exp (€ ad/), IE £, 

we denote by Int £ and call the group of inner 
automorphisms of £. 

All these notions are taken from the theory of finite­
dimensional Lie algebras (see, e.g., Ref. 15). Infinite­
dimensional formal Lie algebras have first been 
investigated by Sternberg.s Nonformal aspects of the 
theory are investigated and applied in papers by 
Moser.4 All generalized perturbation theories of 
Kruskal's type are based on the following two 
theorems. 

Theorem 3: Let A = A(O) E trm(!l) and IE trm(!l). 
Assume 

(i) !jm(!l) = ~ EB £!. as a vector space, 
(ii) ad A!jm(!l) :::> ~. 

Then 
A + Ej,.....,A + €gmod ilrn(!l), (4.1) 

where 
gE£!.. 

Remark: The transformation establishing the 
equivalence (4.1) is only determined up to an element 
of the null space 91.04. of ad A. In most applications we 
shall discuss 91.04. = £!. and ad AlJm(!l) = 'P, but, as 
the theorem indicates, the desired conclusion (4.1) 
is true under less restrictive assumptions. 

Proof' Let us assume (4.1) is true. Then with 
W = e + € W we have 

(A + €g) f- W = (A + if) 0 W, 
check, each coefficient of the power series i.e., 

h = exp (€ ad/)g A + €g + €(A f- W) + €2(g f- W) = A 0 W + €(f 0 W) 
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or of Theorem 3 defines a q-fold formal integral of the 
(4.2) system 

where 

x = €-1[fo W - J] 

+ E-
2[A 0 W - A - EW I- A] - g I- W. 

Let A denote the projection of an arbitrary element 
fE \jm(::D) onto E corresponding to the decomposition 
(i). Assuming W[N-1] and g[N-1] are known, then 
X[N-1] is known [see Lemma 2(i)], and hence Z[N] is 
known. Define 

g(N) = tIN). 

Because A == A (0). the following equation for WU,) 
results: 

ad A W(N) = Z(N) - t(m. (4.3) 

According to assumption (ii), ad A is invertible on 'P, 
and therefore (4.3) can be solved for WIN). This 
construction shows that W is only determined up to 
an element of the null space of ad A. 

Remark: There is an alternative procedure to 
construct W by which W is represented as an infinite 
product of successive transformations. In order to 
sketch this procedure, assume that 

f - J = €N-
1h + D( EN). 

By definition h E 'P, and by (ii) there exists W(.\") such 
that 

Define 

g = f - E
N-

1
h + €X(N) , 

where X(N) is defined as X above except that W is 
replaced by W(N)' Then obviously g - g = D( EN). 

In this way we recognize that W is obtained as an 
infinite product 

<» 

W = n (0 W(N». 
N~1 

As an application of Theorem 3 consider 

.2 = {fifE \jm(':D),fv = 0; y = 1,2,'" ,q}, 

'P = {fIfE \jmCl),fv = 0; v = q + 1,"', m}. 

Assume A = A(O) E t! and ad A is invertible on \l3. 
Then 

where 
A + if,...., A + Eg mod iim(::D), 

gE.2 
and according to Lemma 4 the inverse W -1 of the 
transformation constructed according to the scheme 

i = A(z) + if(z, €). 

The next theorem deals with the question of equiv­
alence of vector fields belonging to a subalgebra £ 
of \j",(!l) with respect to inner automorphisms. 

Theorem 4: Let £ C \jm(!l) be a Lie sub algebra of 
\jm(!l). Let A == A(O) E £ andfE £. 

Assume 

(i) £ = \.P EB t! as a vector space, 

(ii) ad A£ ::::> \.p. 

Then 

where 
A + Ef"-' A + Eg mod Int £, 

gEt! 

(4.4) 

(i.e., there exists an element of Int £ which maps 
A + ifonto A + 109). 

Proof We look for an element U E £ such that 

eERd 
U (A + Ef) = A + Eg, g E~. 

This equation can easily be seen to be equivalent to 

g + [A. UJ = f + €X == Z, 
where 

X = E-l(eERd U _ I)f + E-2(eERd U - 10 ad U - l)A. 

Now we repeat the arguments of Theorem 3. 

Again U is only determined up to an element of the 
null space of ad A considered as an operator over £. 
It is clear that also in the present case we could 
construct the transformation establishing the equiv­
alence (4.4) as an infinite product of successive 
transformations in a similar way to how we sketched 
it in a remark after Theorem 3. Theorem 4 shows how 
to construct the field U E £ such that 

A + Ef and A + Eg 

are connected by an inner automorphism of £. What 
is the corresponding transformation of coordinates 
z = Wa, E)? The answer is contained in the following 
lemma. 

Lemma 7: If W t is constructed iteratively according 
to the recipe 

W t = e + E f\u 0 W r) dr, (4.5) 
I Jo 

then the corresponding transformation of coordinate 
is given by 

(4.6) 
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Proof: We show that in general group of A. Clearly, we have 

g 1 == e<t ad U! = (f I- W -I) a W t • A I- W = A a W 

This is certainly true for t = O. It is therefore sufficient 
to show that both expressions for gt satisfy the same 
differential equation. 

Now we have 

gt = E[U,gtl 

from the left side expression for gt. Differentiating 
the right side expression gives us the same differential 
equation. Indeed, using 

Wt = €(U a Wt) 

and Einstein's summation convention, we find 

d 
- (f I- W_1) a W t = -€[!v(U a W_ t ) v] a W t dt . 

+ €[(f I- W -I).v 0 W t]( Uv a Wt). 

Taking into account the relation 

i.e., 

we find 

d dt (fl- W_t) 0 Wt = -[(fvW-tP.v) 0 WtlU,p 

+ [(fI-W_t)oWtl.pUp 

= €[-gt I- U + U I- gtl 

= €[U, gtl. 

Hence the lemma is proved. 

by 

It is useful to define a mapping 

[:Int ~m(!) --+ time!)~ 

[(e,ad U) = Wtlt~I' 

where Wtlt~1 was defined in (4.5) and (4.6). We 
easily check that this mapping has the properties 

for 

W E ~(A). 

We are now in the position to investigate the structure 
of the set of all transformations of coordinates which 
establish an equivalence of the type (4.1). 

Theorem 5: Assume that (i) and (ii) of Theorem 3 
are satisfied and, in addition, assume 

(iii) Int 91A fl c fl. 
If Wand W' are two transformations of coordinates 
establishing an equivalence of A + if to an element 
of £, then there exists a transformation S E :)(A) 
such that 

W' = WaS. 

Proof (The proof was stimulated by a similar 
proof found in Ref. 4.) Write W = e + € Wand W' = 
e + € W. To zeroth order the two transformations 
coincide. By induction assumption, there exists 

S(N_I) E ~(A) 

such that, if we write 

W 0 S(N_l) = e + €V(N-ll' (4.9) 
we have 

V[N-l l _ W,[N-Il (4.10) 
(N-I) - . 

By (iii) the transformation W 0 S(N-I) maps A + if 
into fl. Moreover, it leads to the same expression for 
Z(N) [see (4.2)] as W'. Equation (4.3) implies therefore 
that the field T defined by 

T - W dN ) _ V(N) 
- (N-l) 

belongs to 91A . If we define 

S S rt'( ,N+l ad T) 
(N) = LV-I) 0 ~ e 

and V(N) in accordance with (4.9), we obtain, using 
(4.8), 

[( e' ad U e' ad V) = [( e' ad V) 0 [( e< ad U) (4.7) and therefore 
and 

W(O) = U, 

where W is defined by the formula 

(4.8) V [Nl - V[N-1l + WdN) _ W,[Nl 
(N) - (N-I) -

[(e,,,d U) = e + €w. 
Now let 91A be again the null space of A. 91A has the 
structure of a Lie algebra, and the set defined by 

,3(A) = [(Int 91A ) 

has the structure of a group. We call it the isotropy 

by (4.10). This relation completes our induction proof. 

As an immediate consequence of Theorem 5 and 
(iii), we have: 

Corollary: Under the conditions (i), (ii), and (iii), 
the set of all transformations establishing the equiv­
alence (4.1) constitutes a left coset of the isotropy 
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group of A in the group [(Int IJm(:'D». Similarly, the 
set of transformations establishing an equivalence of 
the type (4.4) coincides with the intersection of such a 
left coset with (£:(lnt £). Consequently, the set of all 

vector fields in £ that are equivalent to A + if can be 
described as an orbit of ,j(A) in ~. (For this notion 
see Ref. 15.) 

5. APPLICATION OF THE THEORY TO 
SPECIFIC SITUATIONS, PARTICULARLY 

IN MECHANICS 

Let :'D be some connected set of R2m and I the 
matrix 

1= (0 -E) 
EO' 

where E is the m-dimensional unit matrix. With each 
element j E IJ(ll) we may associate an element of 

IJ2nJ:'D) by 
2m 

(I grad!)!, = '2J.v1v!'· (5.1) 
v~l 

These vector fields are called globally Hamiltonian, 
and it may be easily seen that they form a Lie sub­
algebra of IJ2m(!l). 

In fact, we have 

[I gradj, I grad g] = I grad {f, g}, 
where 

2m 

{f, g} = .L f.Jvpg.P (5.2) 
v.p~l 

is the Poisson bracket. 
Let lJo be the set of elements in lJ(:'D) whose 

coefficients do not depend on z. By lJ'(:'D) = lJ(:'D)/lJo 
we denote the quotient space of IJ(!l) with respect to 
!Jo, i.e., the elements of IJ' (:'D) are classes of the type 
j + lJo. If we endow !J'(!l) with the Poisson bracket 
{ ,}, it becomes a Lie algebra which is isomorphic 
to the Lie algebra of globally Hamiltonian fields. 

Let us imagine that we apply Theorem 4 to the case 
of the Lie algebra of globally Hamiltonian vector 
fields, i.e., we construct iteratively a field 

U = I grad V, V E lJ'(!l), 

such that the operator ad U maps a given Hamiltonian 
field into some specified subspace. Lemma 7 tells us 
how to find the corresponding transformation of 
coordinates: z = W(t E). This procedure is, in general, 
fairly cumbersome. 

We can simplify the procedure in the present case 
if we define the linear operator Ad V: lJ'(!l) -lJ'(!l) 
by 

Ad Vi = {V,f}. (5.3) 
Then the formula 

Wv(S, E) = ef 
Ad VSv (5.4) 

gives a much simpler construction of Wva, E). (5.4) 
actually implies 

efAdVj=jo W 

for aJljE IJ(!l). Indeed, if we set 

W(Y) tfAdVy 
tv 'o, E = e 'o" 

and Ft = j a Wt, then 

Hence 

dFt = E(f 0 W )etf Ad V{v. S } dt .v t , v 

= eCJ.v a Wt){V, Wt,,} 

= e{V,fo Wt} 

=EAdVFt • 

and our statement follows for t = I. Moreover, we 
find 

dd;" = ee EtAd v{V, s,,} 

= EeE/Ad vUv = E(U" 0 Wt), 

i.e., a relation which shows that the present construc­
tion of W in the case of Hamiltonian vector fields 
coincides with the one given in the proof of Lemma 7. 
However, the transformation of coordinates W is 
much more simply related to the power series V than 
it is to the corresponding Hamiltonian vector field U. 
Therefore, it would be of great convenience if we 
could modify Theorem 4 in such a way that it would 
give a recipe for the direct construction of V. Indeed, 
using the isomorphism described above, we can do this 
simply by leaving Theorem 4 exactly as it stands 
except for the replacement 

ad U-Ad V, 

where Ad V is defined within the Lie algebra IJ'(:'D) 
by (5.3). 

To see how the method works, let 

!l = R(2), Z = (x, y), s = (~, 1]), 

H = y(w + E sin x) E f,per(:'D), 

where the superscript "per" indicates that we confine 
ourselves to the case of functions periodic in x with 
period 2n. A in our case is given by 

A =yw. 
Furthermore, let 

\ll = {fIlE ljper(!l), where the zeroth Fourier 
coefficient of I with respect to x vanishes}, 

~ = {fifE lJper(:'D);/does not depend on x}. 
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Correspondingly the projection A is the operation of 
averaging over x. Because 

af 
{yw,f} = w ax 

and 'P is spanned by the functions e iPX , p = ± 1, 
±2 ... , Ad A is clearly invertible on 'P. Hence the 
conditions of Theorem 4 are satisfied. It gives a 
recipe to construct a formal' Hamiltonian which no 
longer depends on an angle variable. We will now 
construct this Hamiltonian and the corresponding 
transformation up to second order in E. Let the new 
Hamiltonian be 

K = r;w + Eg(r;, E), g linear in r;. 

The condition 
e f ,\,1 vH = K, 

written up to second order, is 

where 

x = {V, r; sin n + tE{V, {V, r; sin $}} 

+~w{V, {V, r;}} + -tEW{V, {V, {V, r;}}} + .... 
Clearly, 

g(O) = 0, V(O) = -(r;/w) cos ~. 

Hence we have 

av(l) 1 
g(l) + w -- = - - {r; cos~, r; sin n 

a~ W 

+ _1 {r; cos~, {r; cos~, r;}} 
2w 

!L 
2w 

Thus, we find 

g(l) = -(r;/2w), V(l) = 0, 
and 

x = ~ + E{V(O),~} + tE2{V(O), {V (0), ~}} + D(E3
), 

and similarly for y. Observe that the coefficients of 
V: V(O), V (1) , ••• actually are only determined up to an 
arbitrary function of r;. We normalized them in such 
a way that V = 0. We find 

r; 2 3) K = r;w -- E + D(E , 
2w 

E 2 'Yj 3 
Y = r; - -'Yj sin ~ + iE 2 + D(E). 

W W 

The inverse transformation is 

E. .19Y (3 = Y + - y sm x + 2E- - + DE). 
W w2 

(5.5) 

Here V is exactly the same function as above, the only 
difference being that the variables (~, r;) have been 
replaced by (x, y). This follows from the observation 
that the relation 

implies 
z. = W.(~, E) = ef.Ad V~v 

,. = W_lv(z, E) = e-f.AdVz •. 

(Our treatment of variables may confuse some readers. 
We do not interpret each transformation passively, 
i.e., strictly as a transformation of variables, but find 
the following point of view more convenient: Treat 
all transformations as mappings, i.e., do all your 
calculations in one fixed coordinate system, and only 
after having accomplished all calculations up to the 
desired order reinterpret the transformations as 
transformations of coordinates.) 

Because K does not depend on the x-like variable 
(i.e., ~) any longer, the expression (5.5) is an asymp­
totic invariant (formal integral). Recall that V is 
determined only up to an arbitrary function S of r;. 
But because {y, S(y)} = 0, the asymptotic invariant 
(5.5) is uniquely determined. This result is confirmed 
by an application of Theorem 5 to the present situa­
tion. It shows that ~(A) consists of all transformations 
of type (5.3), where V is a function of r; only. These 
transformations are phase-shifts of the kind 

~ -+ ~ + EV(r;), 

where v is an arbitrary function of r;, and they affect 
neither K nor r;. 

KruskaI's generalized perturbation theory 1.3 results 
from an application of Theorems 3 and 4 to vector 
fields over an s-parametric family of r-dimensional 
tori. In the following paragraphs we will work out 
this point in some detail. 

Let z=(x,y), xERr,yERs, and !>=Rrx~, 
where )B is some compact connected set of RSo Let [r 

be the lattice of r-tuples of integers and l!;- the sub­
lattice of r-tuples of nonnegative integers. Consider 
the following subring of Cg>(!»: 

C~erCD) = {f I fE C~CD); fperiodic in x., 

v = 1,2,···, r, with period I}. 

Clearly, each element of C;erC'l) has a Fourier 
representation 

(x, Y) = L f p(y)e2 .. i (pl x ), 

'PEl r 
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where 
r 

(p I x) == ~P.x., 
.=1 

and the right side is uniformly convergent on each 
set ::D", 0 < K < b(f). Moreover, the Fourier, 
coefficients f'P belong to C~O!3). Indeed, we will show 
by adapting a proof of Moser to our situation that 

II'PI" = sup 11'P(y)1 ~ IIIK e-21T1vIK, (5.6) 
lIE!!l" 

where If I" was defined in (2.1) and Ipl stands for 
~~=1Ip.l. For this purpose we shift the path of 
integration over each variable ~. in the integral 

I'P(Y) = f· . ·fdT';/(';, y)e-21Ti ('Pls) 

from the real axis to 1m';. = - p sgn P., where 
o < p < K, and find 

Iliy)1 ~ 1//', e21T ('P1 1m s) = IfIK e-21T1 'Plp. 

This is true for all p smaller than K; hence the in­
equality (5.6) follows. 

We are now in the position to show that the gener­
alized Kruskal perturbation theory discussed in 
Ref. 3 drops out as an application of Theorem 3 to 
vector fields over ::D (i.e., over an analytic family of 
tori). 

Theorem 6: Let w be a constant (r + s) vector with 
the last s components vanishing and assume that for 
each p E Ir we either have 

I(p I w)1 > y(lplT + 1)-\ 
y, T real positive constants, (5.7) 

or else (p I w) = O. 
The set of all pElT such that (p I w) = 0 is a 

module over the integers. We denote it by (J and its 
complement in Ir by a'. 

LetfE lJ~~s(::D) [i.e., the module of (r + s)-tuples 
of formal power series over C~erCD)] and 

~ == {I I I E lJ~-:':;f = ~/'Pe21Ti('PI"') with Iv E IBr+,(:D)}; 
pEG 

then 

w + E/""' w + Eg mod trr+sC::D) 
and 

g E~. 
Proof" We have to show that the conditions of 

Theorem 3 are satisfied. If we define 

I.l.~ = {lifE lJ~~~(::D);I= 2 Ive21Ti(PIX) 
pEa' 

withlv E lJr+sClB)}, 

obviously the condition (i) of Theorem 3 is satisfied, 
i.e., we have 

The only thing left to show is that ad w is invertible 
on 1lJ. It is easy to see that this condition boils down 
to the following statement: If 

1= L Ipe21Ti(vlx) with Iv E C~(IB) 
pEa' 

belongs to C;rr(::D), then also 

g = ~ ~ e21T
i(v I X) 

VEG' (w I p) 

does. Again we adapt a proof of Moser to the present 
situation. Choose numbers K, beg), and p such that 

o < K < beg) < p < b(f). 

We have' on ::D" 

Hence 

IglK = sup g(x, y) 
(;r.Y)Ell" 

exists if the sum 
~ (lplT + 1)e- 1pl (p-K) 

pEa' 

exists. This sum now is bounded by the integral 

1 . f .. ·f(IVI T + 1)e-1vl dv. 
(p _ Ky,r 

Remark: We saw that a condition of the kind (5.7) 
is sufficient to insure that all the formal power series 
constructed with the help of Theorem 3 belong to 
lJr+sC::D). Such a condition has first been considered by 
SiegeP6 in connection with the question of stability 
of an analytic mapping with a fixed point. 

From a purely computational point of view, one 
would probably better redefine the set (J in such a way 
as to include not only the p's for which (p I w) = 0 
but also those for which (p I w) < D(E). Then for 
the remaining p's we would have I(p I w)1 > E, a 
condition which is obviously stronger than (5.7). 

Coffey in his paper asks if degenerate perturbation 
theory can be made canonical to all orders. Under 
certain conditions this is indeed the case, as will be 
stated and proven in the next theorem. 

The next theorem is an adaption of Theorem 6 to 
Hamiltonian systems with m degrees of freedom. 
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Theorem 7: Let (() be a constant (r + s) vector sub­
jected to the same conditions as in Theorem 6. Let :D 
be defined as above, with the only difference that now 
r + s = 2m, and define 

£\ == {j If E typer(:D); f = I f pe2 .. i (plx)} 
PEI1 

withJp E ty(!S). Then for any J E typer(:D)/tyo we have 

(m I y) + €f,...., (m I y) + €g mod Int ty'per 

and g E £, where y = (Yl, ... , Yr) and Yv is canon­
ically conjugate to Xv> 'JI = 1,2, ... , r. 

Proof: As before, the essential part according to 
Theorem 4 is to show that Ad (m yl) as a linear 
operator over the Lie algebra ty,per(!l) can be inverted 
on 

i.l3 == {fifE ty(:D);f= Ifpe21Ti(j)lx);fp E C~(!S)}. 
'PEa' 

(Observe that p = 0 belongs to the set a. Hence the 
projection of Jon to i.l3 is uniquely determined although 

its projection onto E is determined only up to a 
constant.) This is done exactly the same way as in the 
proof of Theorem 6. 

Theorem 7 is interesting because it shows that for 
each Hamiltonian (m I y) + if there exists a formal 
canonical transformation such that the transformed 
Hamiltonian depends only on the angle combinations 

(p I x), pEa. 

Especially, it becomes independent of x whenever a 
contains only the origin of the lattice 1" (compare 
Ref. 3). In this latter case the perturbation theory 
corresponding to the equivalence established in 
Theorem 7 is known as nondegenerate perturbation 
theory. Because the transformed Hamiltonian does 
not depend on ~, there exists an r-fold formal integral 
given by 

'YJv = W_ lv(z, f), y = 1,2, ... , r. (5.8) 

Theorem 5 implies again that the new Hamiltonian as 
well as the r formal integrals are uniquely determined. 
[The isotropy group of the zeroth-order vector field is 
generated by canonical transformations affecting only 
the variables 'YJr+l' •.• , 'YJs and by "phase-shifts" 

~v ~ ~v + €Vv('YJ, e)]. 

Given an analytic system 

i = J(z, f), JE 5m(:D), 

it is, in general, not difficult to construct formally 
equivalent systems by applying Theorem 3 in a 

convenient way. To each formally equivalent system 
there corresponds a perturbation theory of Kruskal's 
type, and, because the construction of the approximate 
solution requires that the truncated equivalent system 

~ = g[Nl(~, €) 

can be solved for small values of N, the question 
arises: Given an analytic vector field, what is the sim­
plest formally equivalent vector field ? If one is interested 
only in relatively rough approximations as described 
in Theorems 1 and 2, formal equivalence is enough. 
However, even from a purely computational point of 
view, the question of convergence of the formal 
expansions is not unimportant because, if convergence 
is proved, one is assured that the effort and the time 
spent in computing higher-order approximations are 
rewarded by a better knowledge of the exact solution. 

The problem now becomes much more difficult 
and can be expressed as follows: Given JE 5m(:D), 
find the "simplest" vector field g E 5m(:D) such that 

J"" g mod ~m(:D)· 

In this generality the question cannot be answered. 
But in special important cases many results have been 
established in recent years by Moser and coworkers in 
New York and Arnold17 and coworkers in Moscow 
based on earlier works by Poincare, Siegel,16 Kolmog­
orov,6 and others. We intend to discuss the implica­
tions of those works for the question of convergence 
of Kruskal's generalized perturbation theory in a 
future work. Here we only want to point out that the 
formal aspects of Moser's work about the permanence 
of quasiperiodic motions under perturbation can also 
be based on (a somewhat modified version of) 
Theorem 4. This is a slightly different point of view 
than that taken by Moser himself. 

Theorem 4': Let E c tym(:D) be a Lie subalgebra of 
tym(:D). Let A = A(O) E E andJE E. Assume 

(i) 

as a vector space, where 91A is the null space of ad A, 

(ii) ad AE =:J i.l3. 

Then there exists N E m A such that 

A + N+ if"",A + €gmodIntE, 

where g E Q. 

The proof of this theorem is exactly the same as of 
Theorem 4 except that Z (see 4.2) in each step now 
splits into three parts. 
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Notice that by the formal procedure described in 
Theorem 4' the original vector field A + if is "re­
normalized," i.e., modified by a member of IRA' 
before it becomes equivalent to A + Eg, gEE. As 
long as we are only concerned with the formal aspects 
of the equivalence, such a renormalization is not 
necessary. One can instead make the replacement 

IRA ffi Q ---+ £ 

and proceed as described in Theorem 4. However, 
such a "renormalization" may become essential if we 
are concerned with the convergence of the formal 
expansions. It is exactly this procedure, proposed first 
by Kolmogorov, together with a systematic generaliza­
tion of Newton's approximation method, that leads to 
much deeper insight into many old questions of 
classical mechanics. 

We have already mentioned an example where 
renormalization in classical mechanics becomes 
necessary to ensure convergence, namely the perturba­
tion of a quasiperiodic motion, which, for example, can 
occur in a system of coupled oscillators. The simplest 
Hamiltonian in R2m describing a quasiperiodic motion 
with characteristic numbers 

(WI"" ,W" 0 1 ,"', Or> Or+l"" ,Om' 

0m+l, ... , 02",-r) 

Define the operator Q by 

Q(f)(x, y, E) == f(x, 0, E) 
2m-r of 

+ L - (x, 0, E)Yv 
v=1 iJyv 
1 2m-r iJ"i 

+ -2 L -0 0 (x, 0, E)YvYp· 
V,I'=r+1 Yv Yp 

Observe that, if 

g E Q == {g I g E IJper(!l); Q(g) = O}, 

then the canonical equations belonging to the Hamil­
tonian A + Eg have the form 

~ = W + ,0(1), 

i) = Or] + ,0(1)2). 

Hence, if we assume that for some 

f E ~per(!l), 

A+ Ej,....,A+ Eg, 

modulo a convergent transformation, the canonical 
equations belonging to the perturbed Hamiltonian 
A + Ef have a quasiperiodic solution with the same 
characteristic numbers as those belonging to the 
Hamiltonian A. 

The eigenvectors of Ad A belonging to the subspace 

{fl Q(j) =j} 
Ov = 0, v = 1,2, ... ,r, of I)per(!l) are 

Or+v = -Om+v' 'V = 1,'" ,m - r e2''i(1)Ia:) e2''i(1)Ia:)y 
, vlv=l.···.T, 

(
c h' . R f 4) . 2,,i(1)lx) 1T lor t IS notIOn, see e. IS e YvYl'lv.p=r+I" .. ,2m-rP E 

r m 

A = L WvYv + L 0vYvYv+m-r' 
v=1 v=r+l 

Here we assume that all y., v = 1,.· .. ,2m - r, vary 
in a neighborhood of the origin of R2m-T, the variable 
Ym+v is canonical conjugate to Yr+v' 'V = I, ... , m -
r, and the variables canonical conjugate to the Yv, 

v = 1,"', r, are denoted by Xl"'" xr and 
assumed to vary over all of Rr. In other words, we 
put!l = Rf' X {O}, where 0 denotes the origin of 
R2m-T and again we use the notation 

z =(x, y)x E Rr,y E R2m-r. 

In the Lie algebra of the Poisson brackets over !l we 
have 

r iJf 2m-r of 
Ad Af= LWv - + I 0vYv-' 

v=l oXv '~T+1 oy. 

Let IJper(!l) be the subring of IJ(!l) whose elements 
have coefficients that are periodic with period I in the 
x-variables. 

with eigenvalues 21Ti{p I w) + Ov - pOI" where 

p E Jr, v, fl = r + I, ... ,2m - r, p = 0, 1. 

If we assume that there exist positive constants y 
and T such that for aIJ pElT different from zero the 
absolute values of these eigenvalues are larger than 

y{lpl' + 1)-1 

and all 0 1, (v = r + I, ... ,2m - r) are different 
from zero and from each other, then the only eigen­
vectors with the eigenvalue zero are 

1, Y.IV=1,2, .. ·,., Yr+vYm+vlv=1,2'''',m-n 

where we can disregard the first one because two 
Hamiltonians differing by a constant are identified. 
The null space IRA. of Ad A is the span of these 
functions and has dimension m. If we define 

'l3 = {fifE 1)11Pr(!l), Q(f) = f, fhas zero 

component in IRA.}' 
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then a similar argument as applied in the proof of 
Theorem 6 shows that the assumptions of Theorem 
4' are satisfied. Hence we can conclude that any per­
turbed system if suitably modified is formally equiv­
alent (via a canonical transformation) to a system 
which has a quasiperiodic solution with the same char­
acteristic numbers as the unperturbed system. 

The essential point of Moser's work is that this 
equivalence does define a transformation of variables 
which is not only formal but analytic, thereby proving 
that a quasiperiodic notion is conserved under 
perturbation if the Hamiltonian of the original system 
is modified by a suitable function of a maximal but by 
assumption finite set of functionally independent 
integrals (i.e., members of 91A ). This result is of great 
physical value if the parameters represented by those 
integrals can be compensated for by the same number 
of free parameters in the physical problem. For 
details see Moser's original work4 and also Ref. 6. 
The reason why we briefly discussed Moser's work is 
first to show that the formal aspects of it are based 
essentially on the same algebraic considerations as 
Kruskal's perturbation theory and secondly to 
demonstrate that ensuring any kind of convergence 
of the formal expansions of the type proposed by 
Kruskal may only be possible after modifying the 
original system slightly. There is at least one case in 
which the perturbation expansion, as originally 
conceived by Kruskal, 1 converges, namely the case of 
a system 

x = I, 
i' = EA(x, E)Y, (5.9) 

where!) = R X RS and A is an s x s matrix belong­
ing to Sjm2(R) and periodic in x with period 1. It is 
easily seen that in this case Kruskal's perturbation 
theory constructs an analytically equivalent system 

t = l, 
ij = EB(E)'f/, where B(E) is independent of~. (5.10) 

This follows from a simple application of Floquet's 
theory to the present situation. Indeed, let <I>(x, £) be 
the fundamental matrix solution of (5.9) with the 
properties 

<P(x, 0) = <P(O, €) = E (= s X s unit matrix). 

Define 

and 
00 (_l)k-l 

€B(€) = In <P(1, €) = L -- <pk(€)€k, 
k=l k 

where the right side is convergent for II<P(€)II < l/€ in 

some norm II II· One checks that (5.9) is analytically 
transformed into (5.10) by the transformation 

~ = x, 

'f/ = P(x, E)Y, 

where P(x, €) = <I>(x, €)e-fR(f)X, proving the con­
vergence of Kruskal's expansions in this special case. 

The convergence question becomes much harder to 
tackle in the nonlinear case. We intend to come back 
to this question in a later paper. 

6. OUTLOOK 

We have demonstrated that any perturbation theory 
which uses formally equivalent systems for the con­
struction of the approximate solution according to the 
recipe given in Theorem I avoids "secular terms." 
In general such an approximate solution is asymptotic 
to the exact solution for a time of the order L/E. 
However, this time interval actually is of infinite 
length in the case of stable .differential equations 
(Theorem 2). 

It is an open question whether Theorem 2 is also 
true in the case of arbitrary differential equations 
provided one approximates a solution whose integral 
curve lies completely on a stable manifold associated 
with a singular solution. 

We also showed how to construct formally equiv­
alent systems in general by using some algebraic 
ideas of Moser (Theorems 3 and 4). Applying these 
ideas to Hamiltonian systems, we demonstrated that 
degenerate perturbation theory (in the sense of 
Coffey3) can be made canonical to all orders provided 
that (i) to zeroth order the phase space decomposes 
into a family of invariant tori, each of them carrying 
a quasiperiodic motion with frequencies WI, ••• , Wn 

(ii) for all q E [r for which (q I w) "c ° the w's satisfy 
the conditions (5.7). 

Finally we showed that in the case of linear periodic 
systems the perturbation theory, as originally presented 
by KruskaJ,1 converges. 
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It has been conjectured that the Lagrangian functional 

G(<1» = f li<1>(_V2 + 1)<1> -}<1>4]dr 

provides an upper bound for G(tpo), where 11'0 is the ground-state eigenfunction of the nonlinear field 
equation - V2tp + 11' - 11'3 = 0, provided that G(<I» is constrained to be stationary with respect to 
variations in the amplitude of <1>. In this paper we demonstrate that this conjecture is true. The effect of a 
stationary-scale constraint on G(<I» is also shown to guarantee an upper bound. Complementary func­
tionals arising from an Euler-Hamilton approach to the problem are investigated. Unfortunately, these 
do not (as in more favorable circumstances) provide lower bounds for G( 11'0), but merely alternative upper 
bounds. With a very simple trial function, a complementary bound is closer to G(tpo} than is G(<I». 

1. INTRODUCTION 

The nonlinear field equation 

For the intervening intervals of p(O), other solutions 
of Eq. (1) exist which are asymptotic to ± 1 when r 
is large. 

_ \12p + p _ p3 = 0 (1) 

is among those which have been suggested to describe 
extended elementary particles, and it also arises in a 
nonlinear electromagnetic theory.! In the (3-dimen­
sional) spherically symmetric case with 

p = per), 0 ~ r < 00, (2) 

it has been proved2 that there exists a countably 
infinite set of analytic eigenfunctions {(Pn{r)} which 
are characterized by a discrete set of initial values 
{lPn{O)}. These eigenfunctions have the following 
properties: 

Pn(r) has n zeros, n = 0, I, 2, ... ; (3) 

Pn(r),...., a const x r-1 exp (-r) for large r; (4) 

dfJ!n - = 0 when r = O. 
dr 

(5) 

Approximate solutions for some of the eigen­
functions have been investigated by Schiff and his 
coworkers3- S using variational techniques. Equation 
(I) is the Euler equation for the Lagrangian functional 

G(<D) = ! J [(V<D)2 + <D2] dr - t J <D4 dr, (6) 

which is the same as 

G(<D) = ! J <D( _\12 + 1)<D dr - t J <D4 dr (7) 

provided that <D is well behaved and goes to zero fast 
enough at infinity. If we now suppose that cp is an 
eigenfunction and let 

<D = p + op (8) 

be an approximation to p, then it follows that 

G(<l» = G(cp) + oG(cp) + o2G(cp) + O(Ocp3), (9) 
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where 

and 

G(cp) = if cp4 dr, 

t5G( cp) = 0, 

(10) 

(11) 

o2G(cp) = ! J ocp( _V2 + 1 - 3cp2)Ocp dr. (12) 

The stationary value G( cp) represents the "energy" 
associated with the eigenfunction cpo 

The sign of o2G is not clear. It follows from Eqs. 
(12) and (1) that 

if ocp = ECP, o2G = _E
2 J cp4 dr < 0, (13) 

and so evidently there are some ocp for which o2G is 
negative. (Another choice which illustrates this is 
ocp = E dcp/dr. 6) Yet the operators - V2 and 1 are 
positive, and so it is reasonable to suppose that there 
are also some ocp for which o2G is positive; such a 
ocp would perhaps de-emphasize regions where 
3cp2> 1. 

In Refs. 3 and 5 it is suggested that if <I:> is con­
strained to satisfy the relation 

J[(V<I:»2 + <1:>2] dr = J <1:>4 dr (14) 

(which is one of the identities satisfied by the eigen­
functions), then for the "ground state" cp = CPo the 
Lagrangian functional furnishes an upper bound 

G(<I:» ~ G( CPo)' (IS) 

The reason given is that if (14) holds, then from (6) 
it follows that G(<I:» reduces to 

(16) 

which by its nature is a functional with a minimum 
value; this value can only be raised by constraints 
such as (14). In fact, subject to (14), ~(<I:» is indeed 
stationary around <I:> = cp, but the second-order 
variation is still equivalent to expression (12), where 
t5cp is now subject to conditions imposed on it by (14). 
As it is by no means obvious what the effect of these 
conditions is, the sign of (j2G remains uncertain. 

However, the numerical evidence presented in 
Ref. 3 does support the conjecture that (14) implies 
(15). In the present paper we demonstrate that the 
sign of (j2G( CPo) is settled by the magnitude of .1.1 , the 
second smallest eigenvalue of the radial equation 

(17) 

Subject to (14), (j2G(cpO) is positive if .1.1 > 1. A good 
approximation to .1.1 is 1.28, and so the conjecture of 

Schiff and his coworkers is well substantiated. (We 
assume throughout that third- and higher-order 
variations can be neglected, so that the question of 
whether a functional is an extremum is settled by the 
sign of its second-order variation.) 

The effect of an alternative constraint 

2 J [(V<I:»2 + 3<1:>2] dr = 3 J <1:>4 dr (18) 

upon G(<I:» is also considered; again, this guarantees 
an upper bound on G( CPo). In addition, complementary 
functionals arising from an Euler-Hamilton approach 
to the problem are investigated. These do not provide 
lower bounds for G(cpo) as might be hoped, but 
merely alternative upper bounds. Using a simple 
trial function, we see that a complementary functional 
provides a closer upper bound than does G(<I:». 

2. IMPLICITLY CONSTRAINED LAGRANGIANS 

The conditions (14) and (18) respectively arise when 
the Lagrangian functional G(<I:» is made stationary 
for variations in A, the amplitude of <1:>, and in IX, a 
radial scale parameter.1 To analyze the situation, let 
us work in terms of the positive functionals 

X(<I:» = J(V<I:>f dr, Y(<I:» = J <1:>2 dr, 

Z(<I:» = J <1:>4 dr. (19) 

Then from (6) 

G(<I:>(r» = !X + ! Y - iZ (20) 
so that 

G(A<I:> ( IXr» = G(A, IX) 

= !A2(X/IX) + !A2( Y/I(3) _ tA4(Z/0(3). (21) 

Thus oG/oA vanishes when 

A2 = A~ (say) = (~ + ~) / (~), (22) 

and OG/OIX vanishes when 

0(2 = IX~ (say) = (3A 4Z - 6A2Y)/2A2X. (23) 

Evidently, if A <1:>( IXr) is treated as a new <I:>(r) so that 
A = 0( = 1, the stationary conditions (22) and (23) 
are precisely the constraints (14) and (18). 

From (21) and (22) it follows that 
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The unrestricted functional G(<1» is equivalent to the 
Lagrangian G(<1» subjected to the stationary-ampli­
tude condition (14). G(<1» can be thought of as an 
implicitly constrained Lagrangian, and is independ­
ent of the amplitude of <1>. 

In a similar way, from (21) and (23), we have 

G(A, oco) = (:h)t(A2X)~(A4Z - 2A2 y)-l 

= Gt{A<1>(r)} say, (26) 

which indicates that the unrestricted functional 

is equivalent to G(<1» subjected to the stationary­
scale condition (18). This second implicitly constrained 
Lagrangian Gt(<1» is independent of the radial scale 
parameter. 

The doubly stationary G(Ao, oco) takes the form 

G(AQ' oco) = (16 YX3j27Z2)t 

= G(<1>(ocor») = Gt(Ao<1>(r»), (28) 

which we can write logically as Gt(<1». This functional 

(29) 

is equivalent to G(<1» subjected to both of the con­
straints (14) and (18) and is independent of both A 
and oc. 

It follows from Eqs. (21)-(23) that at (Ao, oco) 

(30) 

so that G(A, oc) has a saddle point at (Ao, oco). How­
ever, using (24) and (26), we can show that 

[:22 G(Ao, OC)] > 0, [:22 G(A, oco)] > 0, 
uOC =q uA A-AD 

(31) 

and so G(Ao, oc) and G(A, oco) each have minima at 
(Ao, oco). There are no other relevant turning points, 
which implies that 

G(<1>(ocr)) ~ G(<1>(ocor» = Gt(<1» (32) 
and 

Thus, in particular, when A = IX = 1, 

G(<1» Z Gt(<1» and Gt(<1» Z Gt (<1», (34) 

and so G(<1» and Gt(<1» are each possible maximizing 
functionals for G( qJ). 

Of the three implicitly constrained Lagrangians, 
G(<1» is the easiest to work with. In Sec. 3 below, 
we will show that 

(35) 

without any restriction on (1) other than it be close to 
rpo. Since <1>(ocor) is an allowed <1>, it will then follow 
from (32) that 

Gt (<1» ~ G( rpo) 

and finally from (34) and (36) that 

Gt(<1» Z G(rpo). 

(36) 

(37) 

In practice, for a given form of trial function <1>, 
one would try to evaluate Gt, thus obtaining a better 
bound than either G or Gt in general. 

3. JUSTIFICATION OF THE RESULT 
G(<1» ~ G( qJo) 

If we again suppose that rp is a radial eigenfunction 
and set 

<1> = rp + orp (38) 

in expression (25) for G(<1», we find that 

G(<1» = G( qJ) + bG( rp) + o2G( rp) + D( Orp3), (39) 

where 

and 

G(rp) = G(rp) = tf rp4 dr, 

oG(rp) = oG(rp) = 0, 

(40) 

(41) 

o2G(rp) = t f orp( _V'2 + 1 - 3rl)orp dr 

+ (f rp30rp drJ (f rp4 drT!· (42) 

The first term on the right of (42) looks the same as 
o2G [expression (12)], but, if we were dealing directly 
with o2G, we should need to consider the effect of the 
constraint (14) on orp. Here in (42) there is no restric­
tion on orp (other than well-behavedness and being 
small enough at infinity); this is a merit of the implicitly 
constrained Lagrangian. 

It is convenient to think of Eq. (42) in the form 

b2G(rp) = J orpQorpdr, (43) 

where 

Q = H _V'2 + 1 - 3rp2) + (f rp4 drf
1
lrp3) (rp31. (44) 

The operator I rp3»rp3
1 is a positive-definite nonlocal 

operator with the property that for any X 

Irp3) (rp3
1 X = rp3f rp3X dr; (45) 
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the notation is Dirac's. We notice that, from (I), 

Qrp = 0; (46) 

this is expected since G is insensitive to amplitude 
change. 

Let us investigate the consequences of o2G being 
negative for some ocfo. The only negative contribution 
to Q is -~cfo2, and cfo2 is finite and exponentially de­
creasing for large r. Thus o2G is certainly bounded 
below for acceptable ocfo. It follows that, since Q is 
self-adjoint, there exists a smallest positive number 
(J2 for which 

f brp(Q + fJ2rp2)brp dr (47) 

" 
has a minimum value of zero, and this minimum 
value will occur when orp = d), say, where 

(48) 

Now multiply (48) on the left by rp and integrate over 
r-space. Then because fJ2 is not zero and Q is self­
adjoint, it follows from (46) that 

J rp30 dr = O. (49) 

Hence the nonlocal part Irp3)(rp3
1 of Q annihilates e, 

and from (44) and (48) we have simply 

where 
2fJ2 = 3(1 - A) > o. 

(50) 

(51) 

It is clear that A must be positive, since (- V'2 + 1) 
is a positive operator and a zero A would correspond 
to the unacceptable 0 = r-1 exp (- r). Also we know 
that the eigenvalue A = t corresponds to the irrelevant 
e = rp. The vital question is then, are there any other 
A-eigenvalues in the interval 

O<A<I? (S2) 

If there are, this line of argument does not help us. 
If there are not, then evidently there can be no orp 
for which o2G is negative, and we will have established 
the maximizing property of G(Il». 

We can answer this question in the simplest case 
when rp = rpo(r), the "ground state" radial eigen­
function (nothing we have said so far restricts us to 
any particular eigenfunction f{'). It is sensible only to 
consider radial trial functions, so that 0 = (J(r) and 
Eq. (50) becomes 

(- ::2 + 1 ) (r(J) = 3Arp~r(J, 0 S r < 00. (53) 

Since rpo(r) is unknown (otherwise we should not be 
bothering with approximate methods), an approxi­
mation to it has to be used in Eq. (53) to determine 
the A-eigenvalues. This introduces a first-order error, 
but its effect is on 02G which is already second order, 
and so the net effect on G is third order. We are 
already neglecting third-order terms, and so this step 
is justifiable as well as necessary. 

A simple approximation to rpo(r) is the function3 

C exp (-yr), C = 4J2, Y = J3, (54) 

the choice of C and y being made to obey the con­
straints (14) and (18). With this approximation, the 
eigenfunctions of Eq. (53) are? 

(Jk(r) = r-1J y-l{C).texp(-yr)}, k = 0,1,2,···, 

(SS) 

where Jy- 1 is the Bessel function of order y-I. It must 
vanish at r = 0, so that the equation determining 

Jy-l(CAb = o. (56) 

The lowest two values of Ak turn out to be 

Ao = 0.33024, Al = 1.27931. (57) 

The exact value of Ao should be t, corresponding to 
(Jo = rpo. The fact that the error in Ao is only 1 % 
testifies to the reasonableness of the approximation 
(54) to rpo. One would hardly expect a 28% error in AI' 
and so it seems certain that there are no other A­
eigenvalues satisfying (52). We conclude that (j2G(rpO) 
is positive, so that G(Il» ~ G( rpo) if Il> is close to rpo. 

It seems unlikely that the vital question (S2) can be 
answered simply for other eigenfunctions rpn(r). Even 
with the approximation (a - br) exp (-cr) for rpl(r), 
Eq. (SO) becomes too complicated for further analyt­
ical progress. Thus we should have to resort to 
numerical work, which is probably not justified in 
this context. 

4. COMPLEMENTARY FUNCTIONALS 

An eigenfunction of Eq. (1) can be regarded as a 
solution Il> = rp of a more general equation of type 

T*TIl> + f(ll» = 0 in V, (58) 
subject to 

Il> = 0 on av, (59) 

where T is a linear operator and T* is its adjoint 
defined by 

Iv UTIl> dr = LCT*U)<I> dr. (60) 

Here U is an arbitrary function in the space of T<I>. 



                                                                                                                                    

EXTREMUM PRINCIPLES 27 

To identify Eqs. (1) and (58), we take Vas the whole 
Euclidean 3-space and can choose either 

T = grad, T* = -div, f(<ll) = <ll - <ll3 (61) 
or 

T*T= (_\72 + 1), f(<ll) = _<1>3, (62) 

or possibly even make some choice intermediate 
between (61) and (62). Complementary variational 
principles have been developeds- 1o ~o~ equations .like 
(58); they arise from the decompositIOn of (58) JUto 
the pair of generalized Euler-Hamilton equations 

T<ll = aR = u, au (63) 

This can still be very negative, since3 epo(O) ~ 5 and 
this is the smallest of the epn(O). Thus, in circumstances 
when IJ2G is positive with a partly negative f' (ep), it is 
probably a question of the positive operator L 
dominating the f'(ep). In such a case one would not 
expect L -1 to dominate [f' (ep) ]-1: rather the opposite, 
since for example 3 - 2 > 0 but 3- 1 - 2-1 < O. 
Hence in these circumstances we might anticipate 
that J(<1» is also an upper bound to G(ep). Precisely 
this situation does arise with linear equations.u 

It is often convenient to remove the inverse func­
tionalf-l from (68) by expressing everything in terms 
of a trial function X specified by 

L<ll + f(x) = 0, 
so that 

T*U = oR = -f(<ll) 
a<ll 

(64) J(<ll) = J(-L-Y(X» = J[X] say, 

(73) 

(74) 

and from consideration of the generalized action 
functional when one or other of (63) and (64) is satis­
fied identically. If we set 

and 
L = T*T (65) 

F(<1» = f<llf(<ll') d<1>', (66) 

then the complementary functionals 

G(<ll) = f [~«I>L<ll + F(<ll)] dr (67) 

and 

J(<ll) = f{-t<llL<ll + F[f-l(-L<1»] 

+ (L<ll)rl( -L<ll)} dr (68) 

are stationary for variations of <ll around ep and have 
the common stationary value 

G(ep) = J(ep). (69) 

With either of the choices (61) or (62) (or an 
intermediate choice), the functional (67) is just the 
Lagrangian functional (7). Since 

and 

IJ2G = t f IJep[L + J'(ep)]IJep dr 

IJ2J = -t J(LIJep){Ll + [J'(ep)rl}(LlJep) dr, (71) 

it is clear that G and J provide complementary upper 
and lower bounds to G(ep) iff'(ep) is nonnegative. For 
Eq. (1) the most positive choice of f'(ep) is obtained 
from (61), i.e., 

(72) 

where 

J[x] = f [-U(x)L-1f(x) + F(X) - xf(x)] dr. (75) 

It follows from (67) and (75) that 

G(x) - J[X] = t f (<ll - X)L(<ll - X) dr ~ 0, (76) 

so that if G(X) and J[X] are each upper bounds, then 
J[X] is the better one. 

With Eq. (1), the simplest J-functional arises from 
the decomposition (62) and is 

J[x] = f(-tx3L-ll + !l) dr, L = _\7 2 + 1. (77) 

An investigation of this functional which parallels that 
of G(<ll) in Secs. 2 and 3 shows that the amplitude­
optimized form 

j[X] = t(f X4 dry (f X3L- 1X3 drf2 (78) 

is an upper bound to G(ep) (= J(ep) = J[epD in the 
case ep = epo' The proof again turns on the A-eigen­
values of Eq. (53). 

The decomposition (61) leads to the functional 

+ !x4 
- tl) dr, (79) 

which is more difficult to analyze. 
Using the simple approximation for lPoCr) , 

we obtain 

Gt[X] = 1.540, IX = .)3 = 1.7321, 

jt[X] = 1.514, IX = 1.733, 

(80) 

(81) 

(82) 
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and the stationary value of J' [X] is actually the same 
as p[X] to this accuracy, with the same optimum 
IX-value. The stationary value calculated directly by 
numerical methods:! is 

(83) 

Thus, in this situation, the complementary J­
functional provides a better upper bound than the 
simpler G-functional. This also happens with linear 
equationsY We can merely regret that it does not 
provide a lower bound. 
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From Dirac plane waves, we can define agi;, r;k, and ea •• It is found that Dirac plane waves satisfy, 
in addition to the Dirac equation, a set of nonlinear field equations involving these quantities. General 
eai plane waves do not satisfy these equations. 

I. INTRODUCTION 

We here obtain some new mathematical proper­
ties of Dirac plane waves. Dirac plane waves define 
a gij' r;k' and ea

i • We find that Dirac plane waves 
satisfy, in addition to the Dirac equation, a set of 
nonlinear equations. We find that this property is not 
shared by general ea

i plane waves. 

II. RELATIONSHIP BETWEEN SPINORS 
AND gij' r;k' eai 

Starting with two 2-component spinors XA and rPA' 
we define a set of 4 null vectorsl 

I _All Ali A. A.. 
i = Uj- XAXlj, ni = Gi 'f'A'f'B, 

m i = a;.4BXArPli' iiii = atBrPAXJ~' 
We then define ea

i by 

e\ = (2ri( -mi - iii;), 

e2i = (2)-i(ir\mi - m;), 

e3i = (2)-*(n i - Ii)' 

eO
i = (2r*(li + nJ. 

(1) 

(2) 

go is defined by 

(2)-!( 0 :I' ni = e i + e i)' 

mi = (2rt( -e\ + ie2
i ). 

(3) 

ap 1 +1 --gij = e i e jgap = inj n i i-mimi - mimj, (4) 

where gaP is the Minkowski metric. r;k is defined by 

(5) 

Thus XA and c/> A define a set of functions gii' r;k' and 
ea

i • We notice, as a result of (4) and (5), that 

is identically satisfied. We refer to gii;k as the covariant 
derivative of gii' 
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Under constant Lorentz transformations, r;k is a 
tensor function. Let us consider the equation2

-
4 

ar~k rmri ri rm ri rm I"i 0 (7) 
axl + jk m! - mk 11 - jm k! == jk;! = . 

We shall show that Dirac plane waves satisfy this 
equation. Furthermore, we shall show that the 
covariant derivatives of all functions constructed 
from go, fj"" e'';, and Ok all vanish as a consequence 
of (6) and (7). 

III. VANISHING OF ALL COVARIANT 
DERIVATIVES 

We first consider (ogij/oxk).m. We take the covar­
iant derivative of (6). This giv~s 

(
Ogii) rt rt rt 
;-:;. - ik;mgti - il,gti;m - ik;mgit 
uX .m 

- r~kgit;m = O. (8) 
Then, using (7) and (6), we get 

(Og~;) = o. 
ox ;m 

(9) 

We next investigate (Or;k/ox1);m by taking the 
covariant derivative of (7). Then, using (7), we see 
that 

(10) 

We next consider (02gii/ oxnax/');m by first taking 
%xn of (6) and then taking the covariant derivative 
of this equation. Then, using the previous results (9) 
and (10) and also (7) and (6), we find 

__ '_1 _ 0 
( 

a2
g .. ) 

axnaxk;m - . 
(11) 

We may then look into (o2r;k/(3xn (3x1);m by taking 
a;axn of (7) and then taking the covariant derivative 
of this equation. Using (10) and (7), we get 

( 
o2r~k ) -- -0 

oxmax1;n - . 
(12) 

Continuing on, in this manner, we can consider the 
covariant derivative of all the derivatives of gij and 
r;k' Using the results for previously obtained lower­
order derivatives, we then conclude that the covari­
ant derivatives of all these functions are zero, 
thus proving the theorem. 

For the 16 variables, we have, as a consequence 
of (5), 

'" oe"'; ri '" 
e i;k = OXic - ike i = O. (1,3) 

Using the same procedure as above, we also find 
that the covariant derivatives of all functions con· 
structed from e"'i and ak are zero as well. 

IV. DIRAC PLANE WAVE SOLUTIONS OF 
THE FIELD EQUATIONS 

Dirac plane wave solutions can be expressed in 
terms of XA and 4>A by means of 

(14) 

We introduce the spin metric 

(15) 

The Dirac plane waves satisfy IXA4>AI2 = 1, and thus 
we have (glJ) is the Minkowski metric) 

(16) 

for all four plane wave solutions. 
We write down XA and 4>A for the four plane wave 

solutiom,5 {where N = (E + m/2m)i and exp (ipiXi) = 
exp [i(Et - P • x))}. For the first plane wave solution 
we have 

(17) 

For the second solution we have 

(18) 
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For the third solution we have 

For the fourth solution we have 

_ N (Pl - i P2) ip;xi 

Xl - e , 
E+m 

,J. = N (1 + ~) e-iP;x
i 

'1-'1 E + m ' 

(19) 

(20) 

From XA and CPA we construct Ii, ni , mi , and mi , by 
means of (1). We shall work in the Lorentz frame 
where PI = P2 = 0 (our equations are all covariant 
under Lorentz transformations, and this frame 
makes things simpler). From (5) we then obtain for 
the nonvanishing r;k the following. For the first 
solution (I7) we get 

ria = -2Pa, 

r~a = 2Pa, 

r~o = 2E, 

rio = -2E. 

For the second solution (18) we get 

na = 2Pa, rio = -2E, 

ria = -2Pa, rio = 2E. 

(21) 

(22) 

For the third solution (19), we get the same as (22) 
and, for the fourth solution (20), we get the same as 
(21). These constant r:k correspond to Ii' ni ; mi' and 
mi that have an x dependence of the type exp (±2ip;xi

). 

We find that (7) is identically satisfied by (21) and 
(22). 

Associated with (17) we have these nonvanishing 
ea • 

i' 

e\ = cos (2PiXi), e\ = sin (2PiXi), 

e2
2 = cos (2PiXt e2

1 = -sin (2PiXi), 

e3
a = Elm, eOa = - Palm, 

eOo = Elm, e
a
o = -P3Im. 

(23) 

From (18) we get 

e\ = -cos (2p;Xi), e1
2 = sin (2PiXi), 

e2
2 = cos (2piXi), 2 . (2 i) e 1 = sm PiX, 

e
3
a = -Elm, eOa = -Palm, 

(24) 

eOo = Elm, a _ I eo - Pa m. 

From (19) we get 

e\ = -cos (2Pixi), 1 • (2 i) e 2 = sm PiX, 

e2
2 = -cos (2Pixi), e

2
1 = -sin (2p;x i

), 

eaa = Elm, eOa = -Palm, 
(25) 

eOo = Elm, eSo = -Palm. 

From (20) we get 

e\ = cos (2PiXi), e\ = sin (2PiXt 

e2
2 = -cos (2PiXi), e2

1 = sin (2PiXi), 

e3
3 = -Elm, eOa = -Palm, 

(26) 

eOo = Elm, e
S
o = Palm. 

We have shown that the Eq. (7) does admit Dirac 
plane waves as solutions. 

V. NONDIRAC PLANE WAVES 

It is an easy matter to show that not all the plane 
wave solutions to (0 = gii(Q)BiB j ) 

(27) 

give a solution to (7) and (6). We can see this, for 
example, by taking (no summation on i index) 

(28) 

where Ei = (1, -1, -1, _1).6 From (4), this gives 
a diagonal gij , 

From (27) we get 

O(giiEi)t = -m2(g;;Ei)t. 

A plane wave solution to (30) may be taken as 

gll = _a2e2iPi"\ gaa = _c2e 2iP,X\ 

g _ b2e2iP;'" g - d2e 2iP;xi 22-- ,00- , 

(29) 

(30) 

(31) 

where a, b, c, and d are constants, and it is understood 
that we want the yeal part of (31). From (28) and (5) 
we get 

(32) 
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Inserting this in the field equation (7), we get (no 
summation over j or k) 

= (33) 

Using (31), we see that (33) is not satisfied since the 
left-hand side is zero, but the right-hand side is not. 

Thus, the Dirac plane waves have a special signifi­
cance as compared to other plane waves, as far as (7) 
is concerned. 

VI. THE EQUATION A~k; I = 0 

It has been our approach, as set forth in our 
previous papers, to consider only linear coordinate 
transformations, and, thus, r;k is a tensor function. 
Our use of the term covariant derivatives is meant as 
an abbreviation for certain combinations of terms that 
keep on recurring and which have the same formal 
structure as the covariant derivatives in generally 
covariant theories. In this section, we point out that 
our results have greater generality than this. 

From (16), we see that gij = gl~), where gl~) is the 

Minkowski metric. Thus, all the Christoffels are zero. 
We may now form the object (Ricci coefficients), 

A\ = r"k - . . . { i } 
, , jk (34) 

A;k is a tensor under general coordinate transforma­
tions.In our coordinate system A}k = r:k • Thus, in the 
coordinate system with which we are working, we 
have that7 

A~k;l = 0 (35) 

is satisfied. Since this is a tensor equation, it therefore 
holds in all coordinate systems. 

Thus, we conclude that Dirac plane waves also 
satisfy the equation Mk;l = 0, which is covariant 
under general coordinate transformations. 

1 H. S. Ruse, Proc. Roy. Soc. (Edinburgh) 57, 97 (1937). 
2 M. Muraskin, Ann. Phys. 59, 27 (1970). See also Erratum for 

correction of misprints. 
3 M. Muraskin and T. Clark, Ann. Phys. 59,19 (1970). 
4 M. Muraskin and B. Ring, University of North Dakota, preprint. 
5 J. Bjorken and S. Drell, Relativistic Quantum Mechanics 

(McGraw-Hill, New York, 1964), p. 30. 
6 C. Pellegrini and J. Plebanski, Mat. Fys. Skr. Dan. Vid. Selsk. 

2, 1 (1963). 
7 The author is grateful to the referee for pointing out this result. 
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It is suggested that a "physical" definition of a singularity in a space-time manifold might be that 
it is a point where the relative accelerations of nearby timelike geodesics become infinite. Along an 
arbitrary timelike geodesic in Schwarzschild space, we construct an orthonormal tetrad of 4-vectors 
which are used to define "elevator coordinates" in a neighborhood of the geodesic. We use these co­
ordinates to determine the tidal gravitational accelerations near the geodesic, and we point out that 
these accelerations are finite (and continuous) at r = 2m, the "Schwarzschild surface," although they 
are unbounded as r approaches O. 

1. INTRODUCTION 

There has been considerable discussion about the 
definition of a singularity in general relativity.1.2 No 
one proposal is as yet accepted by everyone, perhaps 
because they aim at different notions. One possible 
"physical" definition of a singularity is obtained by 
considering a timelike geodesic (freely falling observer) 
passing through a given point P on the space-time 
manifold. While in the neighborhood of the point P, 
we imagine the observer measuring the accelerations 
(relative to himself) of nearby points also in free fall. 
If these accelerations become infinite at P, we may 
say that the manifold is singular there, at least in the 
sense that a real physical observer (larger than a 
point) passing through P will be torn completely 
apart. 3 

We will now consider this approach to singularities 
for the Schwarzschild solution to the Einstein field 
equations. (The Schwarz schild solution is particularly 
appropriate since the question of singularities probably 
originated with it. It is well known4 that, although a 
component of the metric tensor becomes infinite at the 
"Schwarzschild surface," r = 2m, this surface is not a 
genuine singularity of the manifold, but only arises 
due to a poor choice of coordinates. Kruskal,5 as well 
as others,4 have introduced new coordinate systems 
which eliminate this apparent singularity.) For all 
timelike geodesics a natural coordinate system is 
constructed, used by an observer moving along that 
geodesic. 3 •6 We then compute the components of 
Riemann's tensor in this coordinate system, which are 
related to the relative accelerations of nearby points in 
free fall. We find, as expected from the work of 
Kruskal,5 that these accelerations remain finite at 
r = 2m, independently of how it is approached, but 
do become infinite at r = O. In addition to the 
viewpoint about singularities expressed by these 
results, there are possible applications to gravitational 
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collapse and small neutron stars. (Both subjects occur 
frequently in current literature.) 

2. AN ORTHONORMAL TETRAD CARRIED 
ALONG BY AN ARBITRARY 

OBSERVER 

We use the standard Schwarz schild solution to the 
Einstein equations in free space, which is static and 
spherically symmetric, with the line element 

(dS)2 = gllvxllxV 

= (1 - 2m/r)-\dr)2 + r2[(d8)2 + sin2 8(d</»2] 

- (1 - 2m/r)(dt)2, (2.1) 

in Schwarzschild coordinates,7 where m is the mass 
of the central body which we take to have negligible 
size. The equations for a timelike geodesic may be 
written as 

xl''' + {: A}xv'X'" = 0, (2.2) 

where the prime stands for the total derivative with 
respect to proper time T, with (dT)2 = _(dS)2, which 
is positive for a timelike curve. The solution to these 
equations always lies in a single 3-plane, and the 
coordinates may be chosen in such a way that this 3~ 
plane is specified by the requirement 8 = i7T. The 
general solution is then well known, having been 
worked out first by Hagihara8 in 1931. The orbit 
equation for a test particle following a timelike 
geodesic is given by (for nonradial orbits) 

r = 2m/{v[t(</> + 15m, 

v(tp) = f.J(tp) + !, 
(2.3) 

(2.4) 

where 15 is a constant of integration fixing the origin 
of </>. The Weierstrass elliptic function9 f.J(1p) is a 
doubly periodic, meromorphic function with a 
double pole at tp = ° + 2nw + 2mw', where wand 
w' are the two periods and nand m are any integers. 
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[We fix the phase of the periods by the requirement 
1m (w'/w) > 0.] The other variables, I and T, are 
determined by the equations 

4>' = B/r2 = 2m/f3r2, 

I' = Ai(1 - 2m/r), 

(2.5a) 

(2.5b) 

where A and B are constants of integration given by 
the total energy per unit mass of our test particle and 
the angular momentum per unit mass, respectively, 
with 13 = 2m/B as a dimensionless parameter. 10 

Depending on the values of A and B, there are various 
types of solutions corresponding to different types of 
orbits. 8 There are no orbits which approach the center 
nearer than r = 2m and then return to large distances 
without first going through the center, r = O. We will 
therefore be mostly interested in those initial con­
ditions (values of A and B) which allow our observer 
to penetrate closer than r = 2m, having originated at 
some fairly large distance. 

We imagine that our observer (traveling along a 
particular timelike geodesic) carries with him a clock, 
measuring his proper time, and has the ability to 
make local measurements. We then can constructll a 
system of "elevator coordinates" ya, such that y4 = T, 

the proper time of the observer. We define these 
coordinates by the use of a standard orthonormal 
tetrad of vectors with components VI'(.), where the 
index (a) picks out the four different vectors. We 
carry these vectors (which may be thought of as 
the "measuring rods and clock" of the observer) 
along the geodesic by parallel transport. We may then, 
at least in a neighborhood of the geodesic, define a 
natural coordinate system ya-our elevator coordi­
nates-for the observer by the equations 

xl' = XI'(T) + Via)(T)ya _1 { fl }I V(a)(T)V~)(T)yayb 
2 v A T 

(2.6) 
and T = y4, where the XI'(T), the tetrad components 
VI'(aJ ' and the ChristOffel symbols are to be evaluated 
on the geodesic as functions of T. Therefore, we have 
thatll 

(2.7) 

and 

(2.8) 

where we indicate tensors taken with respect to the 
elevator coordinates by an overbar. It is clear that the 
geodesic itself is given by the coordinates y. = 
(0,0, 0, T). 

The Vil(.) are determined by the equationsll 

V I" { fl}1 v A,' 0 (a) + V A T V (a)X = , (2.9) 

subject to the constraints 

I' ~' and V (4) = x. (2.10) 

The general solution to these equations is given in the 
Appendix. We shall be interested here only in those 
solutions that satisfy certain initial conditions appro­
priate to the case under consideration. 

We desire to study the observations made by a 
freely falling observer falling toward r = 0 (the center 
of gravitational attraction) from a considerable 
distance away. This requires8 A2 ;(; I (i.e., originally 
the kinetic energy was less than the absolute value of 
the potential energy) and that the discriminant Ll 
of the elliptic function be negative. This implies9 that 
w = w' * is complex; it is therefore most convenient 
to work with W 2 == w + w', which is real. To obtain 
dr/dT < 0, we must let 1p, the argument of the elliptic 
function, increase from -W2 to 0 along the real axis. 
During this motion, r decreases from a maximum 
value r 2 > 2m (which may be infinite) to 0, mono­
tonically. We may therefore construct initial condi­
tions on the VI'(a) as if they were "measuring rods and 
clock" in an essentially fiat space. Suitable initial 
conditions would be to have each of V(l) through V(:~) 
point in different spatial directions and V(4) to be 
timelike. To maintain the orthonormality properties, 
therefore, we may take 

Vcll (4) = 0) = (1 - v2)!{1, 0, 0, 0), 

V(2) (4) = 0) = (v2/2m)(0, 1,0,0), 
! (2.11) V(3) (4) = 0) = v2(1 - v2)- (0,0, A/2m, 1/(3), 

Vw (4) = 0) = (0,0, v;/2mf3, AI(l - V2», 

where V2 = 2m/r2 is the original value of v (at 4> = 0). 
With these initial conditions we have (see the Appen­
dix) 

V(1)(1p) = [(v 2 + (32)-t/2f3](-vv' sin ~ 

+ 2Af32 cos ~,O, (v2 + (32)(vlm) sin ~, 

fJ(2Av sin ~ - v' cos ~)/(l - v», 

V(2)(1p) = (0, v/2m, 0, 0), 

V(3)(1p) = [(v 2 + fJ2)-!/2fJ]( -vv' cos ~ - 2Af32 sin ~, 

0, (v/m)(v2 + fJ2) cos ~, 

f3(2Av cos ~ + v' sin ~)/(1 - v», 

V(4)(1p) = (2fJ)-1(-V', 0, v2/m, 2AfJ/(1 - v», (2.12) 

where ~ is a real-valued function of 1p which runs 
from 0 to some maximum, dependent on the initial 
conditions, as the particle moves from r2 to 0, and v' = 
dv/d1p. (See the Appendix for more details.) 
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3. TIDAL GRAVITATIONAL ACCELERATIONS 
SEEN BY AN ARBITRARY OBSERVER 

The observer, who is at the center of the elevator, 
finds that there is an apparent force acting on nearby 
particles; that is, nearby particles have nonzero 
accelerations relative to the center of the elevator. If a 
nearby particle has the elevator coordinates (ya,7), 
then it is well known12 that 

d
2 

al Ra I b d,,2 Y T = 4b4 T Y , (3.1) 

where the Ra4b4 are components of Riemann's tensor 
in the elevator coordinate system. Intuitively, our 
observer will interpret this relative acceleration as a 
"force" acting on nearby particles. Whatever the 
interpretation, however, there will be a divergence (or 

We recall that v = 2mJr so that ° ,..; V2 ~ V ~ 00. 

Clearly every factor in Ra4b4 is well behaved at all 
finite values of v, except possibly ~ = ~[1p(v)]. But ~ 
is always real, so that Isin ~I and Icos ~I stay between ° and 1. We see, then, that Riemann's tensor in 
elevator coordinates is finite for all values of r, except 
r = o(v = oo),foranytimelikegeodesic.Inparticular, 
at r = 2m (v = I), n1p(l)J is well defined, real, and 
finite, so that, as our observer passes r = 2m on his 
way to the center, he notices no sudden change in the 
relative accelerations of particles near him. It is also 
worthwhile to point out that the eigenvalues of 
Ra4b4 (considered as a 3 x 3 matrix) are just v3(2 + 
3 v2J(32)/Sm2 , _v3(1 + 3v2/(32)/Sm2, and -v3/Sm2 , in­
dependent of the angle ~. 

4. CONCLUSION 

In a classical analysis, we may replace the relative 
accelerations due to tidal gravitational forces by 
"apparent forces." Then12 

= ?(y) - reO) 
a = yb _ Fa + O[(yC)2J. (4.1) 

ayb 

convergence) of the world lines of nearby particles 
and the world line of our observer. It is proposed here 
that there is no "singularity" in a space-time unless 
the relative accelerations of nearby particles, all 
traveling on timelike geodesics, becomes infinite. (In 
pictorial terms, the observer, who, of course, is 
larger than a point, is torn asunder at a singularity.) 
We must then merely calculate Riemann's tensor in 
the elevator coordinate system. Using Eq. (2.S), we 
have that 

and 

(3.3) 

It is a lengthy but straightforward task to determine 
R«pYJ,13 We need only the components 

0, - 3(1 + v2/ (32) sin ~ cos ~) 

° . 
3(1 + V2/(32) sin2 ~ - 1 

(3.4) 

0, 

This implies that 

mRa
4b4 1T = a~b Fa IT' (4.2) 

We have constructed elevator coordinates for an 
observer on an arbitrary timelike geodesic and 
determined the form of Riemann's tensor in those 
coordinates. We use the "apparent force" argument 
above and our notion that a singularity in space-time 
causes infinite accelerations of nearby particles 
relative to a timelike observer passing through the 
singularity. It is seen that there are no singular points 
in Schwarzschild space except the origin. This is, of 
course, well known, but the above proof by means of 
an arbitrary timelike geodesic (physical observer) is 
new. This proof also is meant as an example of a 
method for detecting "physical singularities" in other 
space-times than this one. 

At r = 0, HO) is a finite real number (see the Ap­
pendix), while v becomes infinite, so that the relative 
accelerations become infinite and any physical (non­
point) particle is torn completely asunder. Therefore 
it seems questionable to attempt to identify the two 
pieces of Kruskal space in such a way that material 
particles rebound from the origin.14 

Additional aspects of the Schwarzschild space near 
r = ° are being studied, particularly the question of 
the physical interpretation of the various known 
extensions of the manifold. Extensions of this method 
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to other solutions of the Einstein equations are also 
being studied. 

APPENDIX: SOLUTION OF THE TETRAD 
EQUATIONS 

With the usual values for the Christoffel symbols in 
Schwarzschild coordinates,lO Eq. (2.9) becomes 

V~~) - (v2/4m)(1 - vrlV~a)rf 

- (v/{3)(l - v)Vf(l) + (A/4m)v2Vf",) = 0, (AI) 

v;;) + (r'/r)V;a) = 0, (A2) 

where ftJ(a) + ftJ(b) = -i and ftJ'(a) + ftJ'(b) = O. 
Solutions for these constraint equations in terms of A 
and {3 are given by 

ftJ(b) = - 5 - i{3, f.J'(b) = -2A{3, a = -b*. 
(AI2) 

It is convenient to normalize these functions so that 

V~~) + (v3/4m2p)V~) + (vI2m)V~",)r' = 0, 

vf;) + (v2/4m)(1 - v)-lvta)r' 

From the standard "addition theorem" for the a 
(A3) functions9 and Eqs. (2.4), (All), and (AI2), we have 

that 

+ (Av2J4m)(1 - v)-2V~a) = O. (A4) 

Equation (A2) has the immediate solution 

V~,,><tp) = (2m)-lD(a)v(tp). (AS) 

Now we use the orthonormality conditions [Eq. 
(2.1O)J to obtain (remembering that Latin indices 
vary from 1 to 3) 

Avta) = BV~a) + (1 - v)-lV~all". (A6) 

Combining this with Eqs. (AI) and (A3), we obtain 
[via Eq. (2.Sa)] 

Vl'(a) = (v/{3)(1 - 3v/2)V3(a) = (1 - 3vI2)(rV~al)f 
(A7) 

and 

(rV3
(a»' = -(v2/2m{3)V~a) = - V\aJc/>" (AS) 

from which [using Eq. (2.4)] we have Lame's equation 
[with x = r'1al and "I' = HC/> + l5)]: 

d2 

-2 X = [6ftJ(tp) - 2Jx. (A9) 
dtp 

The solutions are well known15 ; they are the Lame 
functions A1(tp) and A2(tp), which can be written in 
terms of functions related to the Weierstrass elliptic 
function f.J. Let '("I') and a{tp) be defined by the 
equations9 

'( "1') = "1'-1 + {" du[u-2 - f.J(u)], (AW) 

a(tp) = tpexp (f'dU[{(U) - U-
1
)). (All) 

The functions , and a are quasiperiodic, and , is a 
meromorphic function with a single pole at every 
period point, while a is an entire function which 
vanishes at every period point. Then linearly inde­
pendent solutions of Lame's equation are 

a( "I' ± a )a( "I' ± b )a-2
( "I' )etpWa)+{(b)), 

(A14) 
and 

Aitp)A2(tp) = v2(tp) + {32. (AtS) 

From Eqs. (A6), (A8), (A9) , and (A14), we can 
complete the orthonormal tetrad [along with Eq. 
(AS)]: 

X [2Av(C(a)A1 + C(a)A2) 

- iv'(C(aJAl - C(a)A2)J· 

(AI6) 

The nine constants in Eqs. (AS) and (AI6) are still 
subject to the orthonormality conditions [Eq. (2.10)]. 
These imply the following relations between them 
(only six of which are independent): 

1 - (D(a»2 = 4{32C(a)C(a) , 

-D(a)D(bl = 2{32(C(a)C(bJ + C(alC(b»' a ¥= b. 
(A17) 

Since we are considering only real "1', we can write 

Al(tp) = A:(tp) = [v2(tp) + {32]tei [S(tpl-xl, (Al8) 

where 

iiWtp)-xl = a(tp + b)a(tp - b*) e-4iljllmWb)) (A19) 
a( "I' + b*)a( "I' - b) 

and 

h = '72 1m (b) - W 2 1m [~(b)], f12 == ~(W2)' (A20) 

This choice of the constant phase X and our initial 
conditions makes the final answer depend only on 
$("1'), which is real for real "I' and is normalized so that 
$( -(2) = 0 and $(0) b:: X. [It should be pointed out 
that b is always complex and 1m (b) is not equal to a 
multiple of a period, so that a(tp ± b) can never 
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vanish for real 'IJ'.) Since v, v', and Vf';,) must all be real, 
we have that the D(a) are real and C(a) = C~a)' 
Fitting to our initial conditions [Eq. (2.9)), we find 

D(a) = o~, 2PC(3) = 2ipC(ll = e+ix, C(2) = 0. 

(A21) 

Insertion of these values in Eq. (A16) yields the 
desired tetrad solutions given in Eq. (2.12). 
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The S + ! equivalent theories describing a free massive field with half-integer spin S in the limit 
III - 0 are investigated. It is shown that for III = 0 they are Ilot equivalent and describe different massless 
particles, with helicities Je = ±t, ±%, ... , ±S. The inequivalence is caused by the possibility of 
having different gauge transformations for different massless spinor-tensors G(k::,> .. [I' v)A • 

1. INTRODUCTION 

In the previous paperl it was shown that if we put 
in the S + 1 equivalent covariant formulations of the 
theory of a free massive particle with integer spin2 S, 
the value of mass m equal to zero, all the formulations 
describe different S + 1 massless particles. This 
result is caused by the fact that, in the case m = 0, 
besides the notion of Poincare invariance, one can 
also introduce the gauge transformations that do 
not change the field equations. Inequivalent formula­
tions obtained after putting m = 0 are caused by 

different possibilities of choice of the gauge trans­
formations. 

The case of arbitrary half-integer spin S = %, %, ... 
is considered in this note. We use S + ~ equivalent 
formulations of the theory of a massive particle with 
half-integer spin S, which were first introduced by the 
author. This set of S + t equivalent equations are 
given in Sec. 2. As the fundamental fields we use the 
spinor-tensors G(k.Sl. • Any such 

"1' ··",,[Pk+l' k+l)···[p S-l" S-t)A 

spinor-tensor is symmetric with respect to any 
permutations (Ji ~ (Jj and [,umv"J ~ [,uIlV,,] and is 
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vanish for real 'IJ'.) Since v, v', and Vf';,) must all be real, 
we have that the D(a) are real and C(a) = C~a)' 
Fitting to our initial conditions [Eq. (2.9)), we find 

D(a) = o~, 2PC(3) = 2ipC(ll = e+ix, C(2) = 0. 

(A21) 

Insertion of these values in Eq. (A16) yields the 
desired tetrad solutions given in Eq. (2.12). 
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The S + ! equivalent theories describing a free massive field with half-integer spin S in the limit 
III - 0 are investigated. It is shown that for III = 0 they are Ilot equivalent and describe different massless 
particles, with helicities Je = ±t, ±%, ... , ±S. The inequivalence is caused by the possibility of 
having different gauge transformations for different massless spinor-tensors G(k::,> .. [I' v)A • 

1. INTRODUCTION 

In the previous paperl it was shown that if we put 
in the S + 1 equivalent covariant formulations of the 
theory of a free massive particle with integer spin2 S, 
the value of mass m equal to zero, all the formulations 
describe different S + 1 massless particles. This 
result is caused by the fact that, in the case m = 0, 
besides the notion of Poincare invariance, one can 
also introduce the gauge transformations that do 
not change the field equations. Inequivalent formula­
tions obtained after putting m = 0 are caused by 

different possibilities of choice of the gauge trans­
formations. 

The case of arbitrary half-integer spin S = %, %, ... 
is considered in this note. We use S + ~ equivalent 
formulations of the theory of a massive particle with 
half-integer spin S, which were first introduced by the 
author. This set of S + t equivalent equations are 
given in Sec. 2. As the fundamental fields we use the 
spinor-tensors G(k.Sl. • Any such 

"1' ··",,[Pk+l' k+l)···[p S-l" S-t)A 

spinor-tensor is symmetric with respect to any 
permutations (Ji ~ (Jj and [,umv"J ~ [,uIlV,,] and is 
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antisymmetric with respect to the indices in the square 
bracket. Index A has four values and, using Weyl's 
notation, we get 

G
(k,S) = (G~~;"S\l'v)a) = G~~';"~!'[/lV)2 (1 1) (

G~~;"~\I'V)I) 
"''''''[/lv)A - (k.S) - (k,S) ,. 

G"''''''[l'vh G"''''''[l'v)i 

G(k,S) 
"''''''[l'v)2 

i.e., with respect to the spinor indices, G(k.S) trans-
forms as Dirac's 4-spinor. 

The main result is obtained in Sec. 3, where the case 
In = 0 is investigated and the gauge transformations 
are defined. It is shown explicitly that in the massless 
case we are led to S + t different theories. We see, 
therefore, that the result obtained by Ogievetski and 
Polubarinov3 for the spin-l case can be generalized 
to any finite-dimensional irreducible representation of 
the Lorentz group. 

2. ARBITRARY HALF-INTEGER SPIN: MASSIVE 
CASE, m ~ 0 

In this section we show how to generalize the 
Rarita-Schwinger formalism to the case when, as the 
fundamental field, the spinor-tensors G~.k~~)'[l'v)A are 
used. 

The field G(k.S) describing massive particle with spin 
S should satisfy the Dirac equation 

( '::l P + )G(k,S) - 0 
IUpY In ''''''''[I'V)-

and the following six subsidiary conditions: 

::l"G(k,S) 0 
u ''''''''[I'V) = , 
(jI'G(k,S) - 0 

"''''''[I'v) - , 

"G(k,S) - 0 Y "''''''[I'v)- , 

(2.1) 

(2.2) 

(2.3) 

(2.4) 
(k,S) 

G ... "[,,p)"'[I'V) = 0, (2.5) 
I' v PG(k,S) - 0 (2 6 ) Y Y Y · .. O .... [/lV)[pT) - . • a 

Because Eq. (2.6a) can be written only for k < S - t 
if k = S - t, we use the following equation: 

ol'yvG~~;,.~\I'V) = O. (2.6b) 

We shall now discuss the set of Eqs. (2.1)-(2.6) 
in the rest system with the spacelike components of the 
4-momentum vector of the particles equal to zero; 
i.e., we assume that p = (0,0,0, m). We hold that 
(2.1 )-(2.4) can be written in momentum space in our 
particular coordinate system as follows: 

G(~;"~\/lVl;'(P) = 0, 

G(k,S) () 0 
"'O"'[l'v)a P = , 

(2.7) 

(2.8) 

G(k,S) () 0 
''''''''[Ov)a P = , (2.9) 

G(k,S) () 'G(k,S) () + G(k,S) () 0 
"'I"'[/lv)2 P - I "'2"'[l'v)2 P '''3'''[/lv)1 P = , 

G(k,S) () + 'G(k,S) () + G(k.S) () 
'''I'''[/lv)1 P I '''2'''[l'v)1 P "'3"'[/lv)2 P = o. 

(2.10) 

From the Eq. (2.5) we obtain 

G~~2~\12)I(P) - G.(~i~)[13)lp) + iG~~2~)[13)lp) = 0, 

G(~2~~[12)2(P) + G~~i~)[13)lp) + iG~~2~\13)lp) = o. 
(2.11) 

Equations (2.6a) and (2.6b) give, for arbitrary k, 

G (k,S) () 'G(k,S) () G(k,S) () 0 
"''''''[23)1 P - / ''''''''[13)1 P - ''''''''[12)2 P = , 

G~~;"~'>'[23)2(P) + iG~~;"~'>'[13)2(P) + G~~;"~!'[12)I(P) = O. 

(2.12) 

On the basis of the relations (2.7)-(2.12), one can 
easily see that the set of Eqs. (2.1 )-(2.6) has, for 
po = m, only 2S + 1 linearly independent solutions 
that describe massive particle with a definite half­
integer spin S. 

3. ARBITRARY HALF-INTEGER SPIN: MASS­
LESS CASE, m = 0 

Let us put m = 0 in Eqs. (2.1)-(2.6). We obtain for 
the massless case the following set of equations of 
motion: 

::l PG(k,S) - 0 
u PY ... ". "[/lV) - , 

o"G(k,S) - 0 
.. ·O .... [/lv) - , 

OI'G(k,Sl - 0 
''''''''[/lV) - , 

"G(k,S) - 0 Y ''''''''[I'v) - , 

(k,S) 
G ... " ... ["v) = 0, 

I' v PG(k,S) 0 
Y Y Y "''''''[I'V)[pT) = , 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6a) 

and for k = S - t, 
::ll' VG(k,S) - 0 (3 6b) u Y ''''''''[/lV) - . . 

Choosing p = (I pi , 0, 0, Ipl), from (3.1)-(3.4) we 
obtain 

and 

G~~;"~\/lv)lp) = - G~~;"~\/lv)i(P), 
G'('~;"~~[/lV)2(P) = G'('~;"~~[I'V)2(P), 

G~~3~\/lv)A(P) = G~~o~\l'v)A(p), 

G'(\~\3v)A(P) = G~~;"~\OV)A(P), 

G(k,S) (') _ 'G(k,S) () 
'''I'''[/lv)1 P - -/ "'2"'[l'v)1 P , 

G(k,S) () _ 'G(k,S) () 
'''I'''[l'v)2 P - / '''2'''[l'v)2 P . 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

Taking into account (3.8) and (3.9), Eq. (3.5) may be 
reduced to the following form: 

(k,S) 
G ... i ... [ivjA(P) = 0, i = 1,2, (3.11) 

from which it follows that 

(k,S) 
G"' i '''[12)A(P) = 0, i = 1,2, (3.12) 
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and 

G~~r~~[13]A(P) + G~~2~\23]A(P) = O. (3.13) 

Finally, using (3.8) and (3.9), we see that Eq. (3.6a) 
gives 

or 
iG(k,S) ( ) - 0 . - 1 2 Y .. ·0 .... [12)[iv] P - ; I - , , 

G(k,S) (p) - 0 
... " .. '[12J[12JA -, 

G (k,S) (p) - Z'G(k,S) (p) 
"''''''[12J[13]1 - - "''''''[12J[23J1 , 

G (k,S) ( ) _ 'G(k,S) ( ) 
"''''''[12][13]2 P - I "''''''[12][23J2 P . 

(3.14) 

(3.15) 

(3.16) 

Equation (3.6b) is satisfied identically. 
From these considerations we see that the following 

components of the field G(k.s) are linearly independent: 

G(k,S) ( ) (3 17) 
3"'3[12)[13J"'[13Ja P , . 

G~~:.11rk+lqk+1]"-[rdqs-!]a(P), [rq] = [13], [12], (3.18) 

and 

Gi!~~~"k[13]"'[13JaCP), (J = 1, 3. (3.19) 

Other components are identicaIly equal to zero or can 
be expressed as linear combinations of the components 
(3.17)-(3.19). The components (3.17)-(3.19) are 
characterized by different helicities and describe 
several massless particles; some of them, however, are 
nonphysical, because they can be eliminated by means 
of the gauge transformations, leaving the field 
equations invariant. One can introduce the gauge 
transformations in such a way that only two com­
ponents with defined helicity remain. These gauge 
transformations are essentially different for the case 
k = S - t and k < S - i. In the first case (if 
k = S - t, then G(s-l.s) == G(S-~», they are defined 

as follows: 

G~~.~!~_~ ~ G~~-::!~~~ = G~~-::!~_~ + r5G~~~!~_~, 

where 

(s-h ~ (S-o) 
r5G"l'''''S-! = £.., O"jA",,,:,,;,,,,,S-!' (3.20) 

perIH 

("''';) 

(3.21) 

Because in the rest system 

(jG~~:aii"'1'A(P) = r Ipl A 3"'3 1"'1,A(P), (3.22) 
'-.-' '-.-' 

r r-l 

we see that only two components G~~~~~(p) are gauge 
invariant and describe the massless particle with 
helicity Je = ± s. 

In the second case (k < S - i), the spin or-tensor 
A(S-i) is used as the gauged field. Now the gauge 

transformation has the form 

G'(~~~)-[flV] ~ G'(~~??;flV] = G~~~~')'[flVJ + r5G~~~~\flVJ' 
r5G(k,S) 

"1"'" k[flk+l Vk+l]'" [fl s-}v S-}] 

(3.23) 

where Lperm denotes sum over all permutations of 
pairs PHi +---; flHi and n describes the number of such 
permutations. The field A (s-l) must satisfy the 
following conditions: 

:l PAIs-i) - 0 
upY """"S-;\ - , 

o"kA~~-::!~ ... "s_t = 0, 

(3.24) 

(3.25) 

y"k L (-l)"Ollk+l ... 0fls-tA"''''''kVk+l'''vs-t = O. 
perm (3.26) 

Equations (3.24) and (3.25) are identical with (3.1) 
and (3.2); however, Eq. (3.26) gives 

A(s-i) . . () = _ ·A(s-i). ( ) 
""""k-,liHl""s-!,1 P I "'·""k-12'H,· .. is-! ,1 P , 

A (s-l) . ( ) - 'A (S-~) ( ) 
"'·""k-,liH,·"'-S-!.2 P - I "'''·''k-12i',+1' .. is-'.2 P , 

i = 1, 2. (3.27) 

With respect to the gauge transformations defined in 
such a way, only the following two components with 
helicity Je = ± (S - k - .j!-) are gauge invariant: 

Because 
G(k,S) ( ) 

3"'3[12][13J'''[13]a P . 

(3.28) 

the remaining components (3.18) and (3.19) may be 
eliminated by suitable choice of the gauge function 
A(s-i). It has been explicitly demonstrated, therefore, 
that the gauge transformations are able to restrict the 
number of nonvanishing components to a pair with 
two opposite helicities. 

4. CONCLUSIONS 

One can summarize our results in the following three 
points: 

(i) There exist S + t equivalent theories describing 
massive particles with half-integer spin S. In these 
theories the spinor-tensors G(k.S) are used as the 
fundamental fields. 

(ii) In the case m = 0, one can introduce in these 
theories the gauge transformations in such a way that 
they describe S + t different massless particles with 
helicities Je = ±t, ±t, ... , ±S. 

(iii) One can conclude that there exist an infinite 
number of ways of introducing the free theory of 
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massless particles with given helicity Je by means of 
the spinor-tensors G~~~;}> and 

Je-~ 

where r = JC + I, JC + 2, .... 
Comparing these three statements with the results 

obtained in Ref. I, one can say that there exists a 
similarity between theories of the particles with integer 
spin and half-integer spin. Such similarity is clear on 
the grounds of the representation theory of the Lorentz 
group and the wavefunction formalisms for higher­
spin particles. 

Our investigations in Ref. 1 and in this paper are 
restricted only to the classical field equations. The 
limit m = 0 in quantum theory is much more compli­
cated because of the problem of spurious divergences, 
coming from the factors in the Green's functions m-2k. 

These problems will be studied in subsequent work. 
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The Wigner coefficients for the faithful unitary representations of the 2-dimensional Euclidean group 
are derived from two identities involving Bessel functions. Since the multiplicity in the decomposition 
of a direct product is two, we find two sets of coefficients which are real and mutually orthogonal and 
symmetric and antisymmetric, respectively, under interchange of constituent representations. Properties 
of the coefficients at the ends of the decomposition spectrum are discussed. 

I. INTRODUCTION 

There is increasing interest in the role which the 
2-dimensional Euclidean group E(2), the group of 
rotations and translations in the plane, plays in 
elementary particle physics. As the isomorph of the 
little group for lightlike particles in the Wigner 
classification of irreducible representations of the 
Poincare group,! its faithful representations, with 
infinite spin spectrum2 ("indefinite helicity"), do not 
appear to be realized as free particles in nature. 
However, in the formalism of Toller,3 the amplitude 
for the case of zero momentum transfer square (as 
distinct from null momentum transfer) should be 
expansible in terms of representation functioT}s of 
E(2). A study of the E(2) representations seems essen­
tial for an appreciation of the transition from time­
like to spacelike momentum transfer. The group 
E(2) also occurs naturally in the study of the infinite­
momentum frame limit of kinematics. 4 

In order to gain a deeper understanding of the 
nature of the representations of E(2), we here derive 

the Wigner or generalized Clebsch-Gordan coeffi­
cients. These may be deduced from some well-known 
identities for Bessel functions, the main difficulty 
being caused by the multiplicity of irreducible repre­
sentations in the direct product. Two sets of coeffi­
cients which are orthogonal and can be chosen to be 
real are required. 

II. REPRESENTATIONS OF £(2) AND BESSEL 
FUNCTIONS 

The faithful unitary irreducible representations of 
E(2) may be realized over a discrete basis and written 
in the form2 

D;;.).n(b, 4» = e-i (nH)l/>ei (n-m)P(w-m Jm_n(bX), (1) 

where 4> is the angle of rotation in the plane, b is the 
subsequent displacement vector with b = Ibl and 
fl = arg (b), X2 (where X> 0) is the value of the 
Casimir operator specifying the irreducible repre­
sentation, A = Om for single- (double-) valued 
representations, m and n are integers running from 
- 00 to + 00, and I n is the Bessel function of order n. 
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The Clebsch-Gordan series for E(2) has been 
obtained by Mackey5: In the decomposition of the 
direct product of two representations specified by X' 
and X", each representation in the range IX' - X"I, 
(X' + X") appears twice. An extra parameter w = 
1, 2 is therefore introduced into the definition of the 
Wigner coefficients to distinguish between functions 
transforming under similar representations. If the 
basis functions of representations are realized over 
some space H = {h}, the defining relations for the 
Wigner coefficients in terms of basis functions may 
be written as 

'Y;:').' (h')'Y ;,," J."(h") 

= L L L $ cW:).;;;'A':~,:'J."'Yw~)';x';,'x";'''(h', h"), (2) 
W n J. x 

where 'Y.A;';" and 'Ywx;,;x';,' X';." are respectively the n n ' , 
single-particle and 2-particle irreducible basis func-
tions; states within a given basis are completely 
specified by the discrete parameter n. 

In terms of the representations themselves, the 
standard definition is 

D!:.,;;,(g)D!,~.).:,,(g) 
_ ~ ~ ~ ~ $ wx).x').'x";." *Dx;,( ) wX),X').'X"J." 
- k k £.. ,£.., C m m' 'fIl" m,n g C n n' 11." , 

m n w J. X 
(3) 

where g is a group element. 
In these expressions, the integral over representa­

tion space, i.e., the Plancherel measure for the group 
E(2), is given by 

! = I X dX = I dW, 

W = tx2
, 

where W is actually the variable6 for which orthogo­
nality holds in the conventional form, because of the 
following integral relation for Bessel functions of a 
given integer order: 

LX) bJ n(bX)J nCbX') db 

= X-1!5(X - X') = !5(W - W'), (4) 

where W' = HX')2. 
The orthogonality and completeness relations for 

the Wigner coefficients are 

~ ~ ~ $ wx).x').'x";." wXJ.X';"X")." * _.!I. .!I. 
k ,,£., ken 11.' 11." C n 11' ii" - Un' ,n'Un" ,11/' 
n w ). X 

(5) 
and 

~ ~ wX)'X').'X")." ro".nX'):X")." * 
~ ken 11.' 11.". C 11 11.' 11." 

11.' 11." 

if (XA) appears in the decomposition of the product of 
the representations (X' A') and (X" A"). 

These imply the converse relation to (3), viz., 

~ ~ ~ ~ ro.1''<X'2'X''J.'' wX)'X'),'X"J." * 
~ "'- "- k., C lit m' mil C n 11.' nil 
m' 'In" n' n" 

x D;'.~'.(g)D~,:'.~:.(g) 
= DI{~(g)!5;;;.",!5A,).!5(W - W) . (7) 

if (XA) appears in the product of (X'A') and (X"A"), 
and also the converse relation to (2), which may be 
taken as defining the 2-particle irreducible basis 
functions 

'Y"';,n;x')"X"A"(h', h") 

= ~ ~ wX).X').'X"A" * Hrx'A'(h')Hrx")."(h") (8) 
,£.., £.. C n 11.' n" I n' I 11." • 

n' 11." 

The identification of the Wigner coefficients of 
E(2) is facilitated by two formulas involving Bessel 
functions. A formula of Dixon and Ferrar [Ref. 7, 
p. 205, Eq. (6.41)], for the case of integer-order 
Bessel functions, may be written in the form 

J n,(X')J n"(X") 

= (" da ( _l)n' exp i[n' a + (n' + n")y]J n'+n"(X), 
Jo 1T 

(9) 
where 

X = +[(X' )2 + (X")2 - 2X' X" cos a]! (10) 

and y is defined as the angle opposite X' in the tri­
angle formed by X, X', and X" (and so a is the angle 
between X' and X"). This holds for all integers n' and 
n" and all positive X' and X". The case X' = X" is 
Neumann's formula [Ref. 7, p. 205, Eq. (7.11)]. 

The Graf addition formula for Bessel functions of 
integer order, given by Watson,S may be written in 
the form9 

00 

In(X) = L (_l)n' exp i(n'a + ny)Jn,(X')J,,_n'(X"), 
11.'=-00 

(11) 

with X again given by (10). 
The geometrical meaning of the symbols is made 

clear by Fig. 1 (cf. WatsonS). Note that 

and 

X dX = ~'X" sin a da = 2A da, 

where the area of the triangle formed by X, X', and 
X" is 

A = lX'X" sin a. 
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FiG. I. Geometrical significance 
of the symbols used in the text. x" 

x' 

III. DETERMINATION OF THE WIGNER 
COEFFICIENTS 

We shall utilize the fact that a multiple of the 
elements of a fixed row of a representation forms 
(under right multiplication by a group element) a 
basis for that representation. Equation (1) will 
therefore be used to define basis functions. 

For single-particle basis functions, we choose a row 
m = M, where M is an arbitrary integer which remains 
fixed for the rest of the discussion. Thus we define10 

'J!:").'(cp, b) 

= (87T2)-!DJt'.~,(b, cp) 

Now, using the real part of (9), we find 

'J!;").'(cp, b)'J!;',"'<"(cp, b) 
'(X'+X") =j X dX (_1)(n'-M) 

IX'-X"I 27TA 

x cos [en' - M)oc + (n' + nil - 2M)y] 
x (87T2r1e-i(n'+n"H'H")<Pei(n'+n"-211il/J 

, X (i)(2M-n'-n")J n'+n"-2M(bX). (14) 

Apparently, what we are seeing here is part of the 
Clebsch-Gordan decomposition corresponding to 
Eq. (2) for the particular case h' = h" = (cp, b). The 
Wigner coefficients depend only on representation 
and basis labels and are, of course, independent of 
the particular variables over which the basis functions 
are realized. All values of X in the known decomposi­
tIOn range appear in (14). Moreover, since we know 
that the decomposition has multiplicity two, we deduce 
from the above that the coefficient c1 , say, and the 
function lJfl(h', h') = 'J!l«cp, b), (cp, b) appear in (14) 
while the function 'J!2(h' , h') = 'J!2«cp, b), (cp, b») = 0 
and so does not appear in the particular case h' = h". 
Since, in general, 'J!2(h' , h") is defined over a 6-
dimensional space, its vanishing over a 3-dimensional 
subspace h' = h" does not contradict normalization. 
We must therefore be able to write (14) in the form of 
Eq. (2), i.e., as 

(12) 'J!;"'<'(cp, b)'J!;,,"A"(cp, b) 

where X' specifies the representation under which the 
function transforms irreducibly, il' specifies the 
valuedness, and n' + il' is the helicity component 
which labels the states within the basis. [Compare 
this with the case of the rotation group ,11 where the 
basis functions Y!n(O, cp) may be obtained from the 
representation functions D~ n(oc, (J, cp) by choosing 
the row m = 0 and introducing an appropriate 
normalization factor.] These basis functions are 
normalized over the space of cp, fJ, and b, with cp 
going from 0 to 47T to give orthogonality when the 
case of double-valued representations is included. 
Equation (4) is used to obtain 

f"dCP f"dfJ 100 

b db'J!:").'(CP, b)'J!;;,")."(CP, b)* 

= bn'.n"b"".)."o(W' - W"). (13) 

The "2-particle" basis functions defined by Eq. (8) 
and depending on two independent sets of variables 
will correspondingly contain a normalization factor 
(87T2)-1. 

= ~ ~ ~fx dXC"'~A;"'<';''').'' 
w n ). 

X 'J!",;;.<;X'A'X")."«cp, b), (cp, b). (15) 

This method of procedure will subsequently be 
justified. 

The real part of Eq. (II) may be used to write 

(8 2)-le-iC\"+A'+).")<Pe
i (;\"-2M){J(i)(211I-X)J. (bX) 

7T A~M 

= ~ (_1)(n'-Jil cos [en' - M)oc + (N - 2M)y] 
n' 

urx',('(,," b)ur~"'<"(,," ) X In' '/-', T ,\-n' '/-', b . (16) 

This is evidently the converse relation to (14), corre­
sponding to (8) for the case (j) = 1, and we must 
therefore be able to write it in the same form as (8), 
i.e., as 

-qrl;A;X'LY"A"«1>, b), (1), b)) 

= '" '" lXLY'):X")." * nrx'):(,," b)nfx"A"(,I. b) .4 4.t C n n' 1/" Tn' 't', I nil '1'" . (17) 
n' nil 

Since the representation (1) is diagonal in helicity 
(i.e., with b = 0), the Wigner coefficients must 
contain a factor bn+"',n'H'+n"+"''' ' and the necessary 
valuedness of the product of two representations 
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implies a further factor ° ;',;"H-//1, where A' + A" //1 = 
(A' + A")(mod 1). Finally, the Clebsch-Gordan series 
implies a coefficient factor n(X, X', X") = I or 0, 
according to whether or not it is possible to form a 
triangle from the three quantities X, X', and X". 

Comparison of (17) with (16) and of (15) with (14) 
then yields 

'Y2;;';X'A'X";'''«r/>, b), (r/>, b» = 0, (18) 

'Yl;)';x';,'x";'''«r/>, b), (r/>, b» 

= (27TArt(87T2rle-i(n+).l<Pei(n-2"llH-).'-;'''lP 

x (i)(2JI-n-.l.+;"H"lJ n-2M+).-;"-A,,(bX) 

= (27TA)-i(87T2r1D:i}L.l.+).'H",n(b, r/», (19) 
where 

A' + A" - .1=0 if (A', A") = (0,0), (to 0), (0, !), 
= + 1 if (A', .1") = (!, !), 

and 

lX;'X';"X";''' 
en n' n" 

= (-1)n'-M(27TA)-~ 

X cos [en' - M)rJ. + (n' + n" - 2M)yJ 

X OnH,n'H'+n"H"O),,;"H"111n(X, X', X"), (20) 

where by convention we have adopted the positive 
square root in the factor (27TA)-!. 

The identification of 0/1 with one set of standard 
2-particle basis functions corresponds to the choice of 
real Wigner coefficients cl . Furthermore, the cl are 
symmetric under interchange of (X'A'n') and (X"A"n") 
(under which y by definition changes value), so we 
see that by (8) the 'Yl must be symmetric under 
interchange of (X',1', h') and (X"A", h"), as is indeed 
the case for (19) in which h' = h" [= (r/>, b)J. The 
known multiplicity of the decomposition and the 
orthogonality arid completeness relations (5) and (6) 
imply the existence of another set of coefficients 
which, with choice of positive over-all sign, are 
evidently 

2X;'X';"X";''' 
en n' n" 

= (_l)n'-M(27TA)-i 

x sin [en' - M)rJ. + (n' + n" - 2M)y] 

x onH,n'H'+n"H"o;.,;"H"111~(X, X', X"). (21) 

Together with the c1 of (20), these do satisfy (5) 
and (6). The coefficients c2 are antisymmetric under 
interchange of (X'A'n') and (X"A"n") , and thus corre­
spond to 2-particle basis functions '¥2(h', h") which 
are antisymmetric under interchange of constituent 
representations and, thus not inconsistently, vanish 
when h' = h" [= (cp, b)] as given by (I 8), The final 
verification that the coefficients c1 and c2 are given 

by (20) and (21) is that, by using the real part of (9), 
we may prove12 that these coefficients do satisfy (3) 
for the representations (1). 

The 2-particle irreducible basis functions o/w(h', h") 
are now, in general, given explicitly by (8), together 
with (20), (21), and (12), although they only have 
simple forms in the case h' = h". Thus, use of the real 
part of the identity (11) yields (16) and, hence, (19) 
as the case of (8) when h' = h" [= (cp, b)] and 
w = 1, and use of the imaginary part of (11) yields 
(18) when h' = h" and w = 2. The symmetry or 
antisymmetry properties of the '¥w are explicitly 
confirmed by the definition (8) and the properties of 
the coefficients cWo This is in accord with the custom­
ary preference for constructing symmetric and anti­
symmetric functions and coefficients for a group 
whose representation decomposition series has multi­
plicity two. 

Because of the completeness of the coefficients (20) 
and (21), given by (6), and the orthonormality of the 
single-particle basis functions (12) given by (13), the 
functions 'Yw given by (8) are orthonormal according 
to 

f~dr/>'f"dr/>"f"dP'f~dP"i'\' db'i'''b'' db" 

x o/w;).;x';"X"A"«</>" b'), (cp", b"» 

x o/w{J.;.f'J.'"fHA"«r/>', b'), (cp", b"»* 

= ow, 0n,ii0;.,;'O(W - W) 

x o;.',J.,O;,H, ... 'O(W' - W')o(W" - W") (22) 

when (XA) appears in the decomposition of the prod­
uct of the representations (X' Ie') and (X" A"). 

IV. COMMENTS ON THE METHOD 

It might be thought that a similar method could 
be used to derive the Clebsch-Gordan coefficients for 
the rotation group 0(3). However, the essence of 
our derivation above is the symmetry in b and X 
of the Bessel-function part of the representation (1) 
for which the addition formula (11), with argument 
(bX), is relevant both when X is fixed and b takes two 
values (as used in an explicit demonstration of the 
representation property) and also when b is fixed and 
X takes two values (as used above in the derivation 
of the Wigner coefficients). In the case of the rotation 
group, the addition theorem for spherical harmonics 
which is used to demonstrate the representation 
property cannot be used for a fixed value of the group 
(angle) parameter and two different values of the 
Casimir (spin) operator. 

It would be possible in principle to proceed from 
a comparison of (9) with (3) and of (11) with (7), 
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without mentioning the explicit form of single­
particle basis functions. The imposition of symmetry­
antisymmetry and reality conditions and choice of 
over-all signs still do not, however. determine the 
coefficients uniquely, as we have seen; M can take 
any (fixed) integer value. Although this nonunique­
ness might seem to be a consequence of the multi­
plicity two,12 it is, in fact, simply a result of the form 
of the dependence of the representations (1) and the 
coefficients (20) and (21) on the helicity indices, 
which assume an infinite range: 

(23) 

"'x;. x').' X")." ",X)'X';"X")." 
[c n+2Il,n'+Il,n"+Il]M=1l = [c n n' n" ]111=0, (24) 

m, n, n', nfl, fl = -00,"', +00 (integers). 

Use of only (23) and (24) shows that, if (3) is satisfied 
by c'" with M = 0, it is satisfied by c'" with M = fl, 
for any fixed integer fl. Proceeding from Eqs. (3) and 
(7), which involve the representations themselves and 
have a quadratic dependence on the coefficients, 
would not give any particular reason for a standard 
choice of coefficients, and the existence of an infinite 
family of sets of coefficients (corresponding to 
different integer M) all having the symmetry-anti­
symmetry properties might escape notice. Our 
method used above, which proceeds via basis func­
tions obtained from a row of the representations, 
immediately yields that family and suggests the possi­
bility of a relation of the type (24). 

In general, a 2-particle basis function defined by 
(8) for a set of coefficients satisfying (3), (5), and (6) 
and for any set of single-particle basis functions which 
transform under the representations appearing in (3) 
has the correct irreducible transformation property. 
There is, in principle, no need, therefore, to use the 
same value of M in the single-particle basis functions 
(12) as in the coefficients (20) and (21). However, 
the sum (8) will not, in general, be simplifiable. Our 
method leads in a natural way to a convention for 
choosing coefficients and basis functions; the choice 
of the same value of M in the 'Y~''\' and the COl corre­
sponds to a choice which gives the simple formula 
(19), i.e., to a formula for the 2-particle basis functions 
'Y"'(h', h") which, for the case h' = h" in particular, 
is the simplest. 

V. PROPERTIES OF THE COEFFICIENTS 

The coefficients given by (20) and (21), for fixed 
M, satisfy Eq. (3) defining the Wigner coefficients for 
the representations (1). In addition, all the orthogo­
nality and completeness relations (5) and (6), express­
ing the unitarity of the transformations effected by the 

coefficients, are satisfied, and hence (7) also is 
satisfied. 

We have therefore obtained the Wigner coefficients 
(20) and (21) for the faithful unitary irreducible 
representations of E(2) given by (1). Single-particle 
basis functions may be realized by (12) and normalized 
according to (13), and the 2-particle irreducible basis 
functions defined by (8) [of which (18) and (19) are 
then particular cases] are then normalized according 
to (22). The coefficients have been chosen to be real, 
and the two sets of coefficients (and 2-particle basis 
functions) appropriate to the known multiplicity two 
of the direct product decomposition correspond to 
symmetry and antisymmetry under interchange of 
constituent representations. 

Some symmetry relations are 

cLy'!X";'''X').' _ ~x;.x';.'x")." 
'n n" 11.' - ±C n n' nil , (25) 

c~ X ).x''\'x'';.'' 
(-n) n' n" 

_ ~x;, x''!' X",!" - ±c n+4.11+2(,\'+-,"-,\) 2.'1-,,' 2.11-n", (26) 

~X";."x).x';,' 
en" n n' 

_ n'-.11 ~X). x').' X")." 
- ±( -1) c (n+Jl+;"+)."-).l (2.11-n') (n"-.11+)'''-),-).')' 

'Y~;;,).;x').'x"r«cpl, b'), (cp", b"» 
(27) 

= ±'Y~;).;x")."x').'«cp", b"), (cp', b'». (28) 

A recurrence relation is 

2 
",x). X').' X")." _ '" ioX).X';"X")." C (,,+2) (,,'+1) (n"+1) - .4., R",,;;;(IX + 2y + 7T)C n n' n" , 

(0=1 

(29) 
where 

R(O) = (C~s 0 -sin 0). 
sm 0 cos 0 

Finally, we note that coefficients for different values 
of M are obtained from each other by a rotation, in 
the 2-dimensional subspace labeled by w, which 
preserves the symmetry-anti symmetry properties. 
F or instance,13 

[ ",x)'x').'x")."] 
c n n' n" 111=1l 

wX.lX',l'X",l" = ~ R""w(-fl(1X + 2y + 7T»[C n n' n" bf=O' (30) 
'" 

For a standard set of coefficients we may choose 
AI = 0; this results in the simplest behavior under 
cyclic reordering of representation labels (27). 

VI. DISCUSSION 

The law for the decomposition of a direct product 
shows that the Casimir operators .combine somewhat 
like the spins of the 0(3) case, with values of X 
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appearing between the difference and sum of the 
original two values. However, unlike the 0(3) spin 
case where a discrete spectrum occurs, for E(2) a 
continuum of representations appears, with multi­
plicity two. In general, every component (allowed by 
angular momentum conservation) of representations 
specified by every value of the Casimir operator 
occurring in the decomposition will eventually appear 
with nonzero coefficient, although it may appear as 
only one of the symmetric or anti symmetric types. If, 
in a particular instance, the trigonometric function 
in a coefficient of one type vanishes, then the trigono­
metric function in the corresponding coefficient of 
the other type will be unity. 

The most interesting behavior of the coefficients 
occurs at the two ends of the decomposition spectrum, 
where the limiting cases may be analyzed using the 
geometry of Fig. 1 and also the fact that 

A = HX + X' + X")!(X' + X" - X)! 

X [X - (X' - X")]t[X - (X" - X')]!. 

As X tends to X' + X", the (moduli of the) sym­
metric-type coefficients c1 tend to infinity like an 
inverse fourth root, while the antisymmetric-type 
coefficients c2 tend to zero. If X' =;f X", the same holds 
as X -IX' - X'l Thus, if X' =;f X", the "stretch" 
cases are infinitely more likely to occur than inter­
mediate values which are always finite, and this sug­
gests that a first approximation to a decomposition of 
a direct product might consider that only these two 
cases occur and are of the symmetric type. 

When X' = X" and n' + n" is even, as X­
IX' _. X"I = 0 the coefficients c1 tend to infinity like 
an inverse square root, i.e., faster than for any of 
the previous cases, and the coefficients c2 tend to zero; 
but if n' + nil is odd, it is the antisymmetric-type 
coefficients c2 which tend to infinity like an inverse 
square root while the coefficients c1 tend to zero 
(since y - !7T). This suggests that, in the product of 
two similar representations, the representations most 
likely to occur may be regarded in the limit as having 
X = 0, leading to two infinitely reducible repre­
sentations consisting of I-dimensional irreducible, 
but unfaithful, representations of E(2) which are just 
the standard (faithful, irreducible) helicity repre­
sentations of 0(2). There are then effectively two 

degenerate infinite towers of helicity representations 
of 0(2). The towers differ in their symmetry properties 
and each contains helicity values differing by two; 
together they yield every (integer or half-integer) 
helicity just once. If the constituent representations 
are both single valued, then n' + nil = n, and the 
even-helicity components have the symmetric property 
under interchange of constituent representations, 
while the odd-helicity components are of the anti­
symmetric type. The same may be said when the 
resultant representations are double valued, provided 
that t is subtracted from the helicity values. If both 
the constituent representations are double valued, 
then it is the odd-helicity components which are of 
the symmetric type and the even-helicity components 
which are of the antisymmetric type. 
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The problem of developing relations for the statistical dislributio.n of the angular momentum states of 
an electron configuration IX, where I and N are large, has been conslde~ed. If D(L) IS the number of times 
the orbital angular momentum L occurs, then, using the theory of partitIOns and groups, we find that the 
numbers D(L) are approximately distributed with respect to L according to the Wigner-type form 

D(L) = A(L + t) exp [- (L + t)2j2a2 ]. 

A number of examples are examined. 

I. INTRODUCTION 

In recent years there has been considerable interest 
in the statistical description of the average properties of 
atomic and nuclear spectra, especially of nuclear-level 
densities and the distribution of energy-level spacings.l 
Bloch2 has discussed the distribution of angular 
momenta among the nuclear levels and established 
that the number N J of levels with angular momentum 
J and energy up to a given value is 

which is the form of the usual Wigner distribution. 3 

Bloch's result was developed from an examination of 
nuclear-level density models. 

In this paper we wish to consider the determination 
of the distribution of the number of states D(L) as a 
function of the total orbital angular momentum L 
associated with the states of maximal spin of a 
configuration JS of N electrons occupying equivalent 
orbitals of angular momenta x = I, where 1 is an 
integer. For x = j, a half-integer, we obtain the jj 
coupling analog of this problem. 

Bloch's derivation of Eq. (I) involved a detailed 
study of the nuclear-level density problem together 
with entropy considerations. In our problem the 
Pauli exclusion principle assumes a fundamental 
importance because we wish to restrict our attention 
to the occupation of a single electron shell, and thus 
Bloch's result cannot be simply translated to the 
solution of our problem. Rather, we must choose a 
different line of attack. 

Our work originally arose from the empirical 
observation that, if the irreducible representation r~ 
of a Lie group G, where A is the highest weight of the 
representation, is decomposed into the irreducible 
representations :J)J of the subgroup R3 such that 

(2) 

45 

where gu is the number of times :J)J appears in the 
decomposition, then the numbers gu tend, under 
certain conditions, to be distributed with respect to 
the maximal weight J of~)J according to a distribution 
analogous to that given in Eq. (I). 

The problem of decomposing irreduciblerepresenta­
tions of a higher Lie group into those of the 3-
dimensional group R3 is, of course, common in the 
enumeration of the angular momentum states in the 
LS and jj coupling of identical fermions in atomic 
spectroscopy. 

The above observations suggest that the discussion 
of the statistical properties of atomic and nuclear 
spectra might in some cases be developed from the 
vantage point of group theory. Here, we propose to 
develop some of the relevant mathematical tools and, 
in particular, to establish the Wigner form as an 
approximation relevant to the problem at hand with 
the hope of stimulating the further development of a 
statistical group theory. 

In Sec. II we recast the problem of the enumeration 
of the angular momentum states of a configuration of 
identical fermions in terms of the plethysm of S 
functions. This then allows us, in Sec. Ill, to obtain a 
connection between the problem of enumerating 
angular momentum states and that of enumerating 
partitions in ordinary number theory. Having demon­
strated the relevance of the theory of partitions to the 
problem at hand, we then investigate in Sec. IV 
methods of obtaining polynomial coefficients that give 
an approximate representation of the relevant 
partitions. This development leads to the need to 
consider three basic types of partitions, Q, P, and R, 
which correspond to differently classified partitions. 
These are defined in Sec. IV, and relationships 
between them invdstigated briefly in Sec. V. The 
Wigner form as an approximate solution to our 
problem is developed in Sec. VI using the previous 
results. A brief discussion of the extension of the 
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problem to states of nonmaximal multiplicity is 
given in Sec. VII, which establishes the Wigner form 
once again. A detailed example of the application 
of our methods to the states of the configuration i 5, 

1= 6, is given in Sec. VIII, while in Sec. IX we 
consider the estimation of the quantities A and (] 
associated with the Wigner form. In Sec. X we apply 
these results to the case of the configuration {13, 1=14. 

II. ENUMERATION OF ANGULAR MOMENTUM 
STATES 

The group-theoretical classification of the angular 
momentum states of identical fermions is well known4 

in atomic and nuclear spectroscopy, and here we 
simply recast the familiar theory in terms of the 
plethysm of S functions. 5 In LS coupling the orbital 
angular-momentum states of the N-particle configura­
tion F are classified using the chain of groups 

(3) 

while in the jj-coupled configuration p' the chain of 
groups 

(4) 

is appropriate. 
If under the restriction G ---+ R3 the character [I] 

of the vector representation rill decomposes as 

[1] ---+ I gAJ], (5) 
J 

then the decomposition of the character [A] of the 
representation rIAl of G will contain all the terms that 
arise in the plethysm6 , 7 

(t gJ[J]) ® [J.] = I gu'[J'], (6) 

where [J] is the character of the representation DJ 
of R 3 • Methods for evaluating the plethysms of Eq. 
(7) in terms of S functions have been discussed else­
where. 8- 1o 

In the case of electrons, the orbital states [L] of 
spin S and of the configuration /x are just those that 
arise in the decomposition under U21+1 ---+ R3 of the 
unitary group character {2N- 2S12S}, which is equiv­
alent to the similarly designated S function con­
structed on the characteristic roots of the unitary 
matrices of rank 21 + 1. This S function may be 
written in terms of the elementary symmetry functions 
ar to give 

{2N-2S12S} = {1 J\'}{ 1 N-2S} _ {1'\'+1}{1 N-2S-1}. (7) 

The orbital states associated with maximum S will be 
just those arising in the reduction of the unitary 
character {1 N}. 

If under the group restriction 

(8) 

we have {I} ---+ [I], then it follows from Eqs. (6) and 
(7) that the orbital states [L] associated with spin S 
in the IN configurations are just those terms arising 
in the plethysm 

[I] ® {2,,"-2s12S} 

= ([I] ® {IN})([l] ® {IN-2S}) 

- ([I] ® {IN+1})([/] ® {IN-2S-1}) 

= ([(21 - N + 1)/2] ® {N}) 
x ([(21 - N + 2S + 1)/2] ® {N - 2S}) 

- ([(21 - N)/2] ® {N + l}) 

x ([(2/- N + 2S)/2] ® {N - 2S - I}), (9) 

where the last line follows from Hermite's reciprocity 
principle. 5 Equation (9) suggests that any discussion 
of the statistical distribution of orbital angular­
momentum states will require a knowledge of the 
distribution of the terms arising in the basic plethysm 

[p] ® {k} = I gpkL[L], (10) 
L 

where p is an integer or half-integer and k is an 
integer. 

For nucleon configurations involving both protons 
and neutrons, it is necessary also to consider the 
isotopic spin T which necessitates the examination of 
the reduction of S functions associated with Young 
tableaux of up to four columns, and the analogs of 
Eq. (9) are somewhat more complex. 

The angular momentum states [J] of a jj-coupled 
configuration fV of electrons are just those terms 
arising in the plethysm 

[j] ® {lS} = [(2j - N + 1)/2] ® {N}, (11) 

assuming that under U2i+1 ---+ R3 we have {I} ---+ [j]. 
Again the basic plethysm is of the form 

[p] ® {k} =.2 gpkAJ]· (12) 
J 

Equations (10) and (12) indicate that a statistical 
group theory of angular momentum states must place 
considerable emphasis on the terms arising in the 
plethysm 

[p] ® {k} = .2 gpkr[r], (13) 

where k is an integer and p and r are integers or 
half-integers. 
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III. ANGULAR MOMENTUM STATES AND 
PARTITIONS 

Having established the relevance of the plethysm of 
S functions to the traditional spectroscopic problem 
of the enumeration of angular momentum states, we 
now translate the plethysm given in Eq. (13) into 
partition functions familiar in number theory.H The 
terms arising in the plethysm given by Eq. (13) may 
be evaluated by noting a theorem due to LittIewood,7 
which states that, if 

(14) 

then gpkr is the coefficient of p-r in the expansion of 

Ie 

p-Pk(1 - p) II [(1 - p2P+i)/(1 - pi)]. (15) 
i=l 

The evaluation of the coefficients of p-r in the above 
expansion is a very tedious, though elementary, task 
and is well suited to machine computation. Even 
plethysms such as [8] (2) {13}, where the coefficient 
of p-24 is 30 598, may be rapidly evaluated by a 
moderately fast computer. A plot of the coefficients of 
p-r versus r for [8] (2) {13} is displayed in Fig. 1. This 
plot can be considered as representing the distribution 
of the orbital states [L] associated with the maximum 
multiplicity of the configuration r13, 1= 14, but we 
postpone detailed discussion until later. 

While Eq. (14) is well adapted to machine calcula­
tion, it is not in a form suitable for describing the 
distribution of the coefficients of p-r as p and k 
become very large. 

(') 

'0 ..... 

:; 
Cl 

20 40 100 
L 

FIG. I. Distribution D(L) of the orbital states associated with 
maximum multiplicity for r'3. The dotted points are from the explicit 
calculation of the values of D(L) for the integers L, while the smooth 
curve is the Wigner-type distribution, a = 23.2 and A = 2170. 

From number theory and the theory of parti­
tions,11,12 it is well known that the coefficient of xq in 

k 

II ((1 - x m+i)/(1 - Xi» 
i=l 

is, in Cayley's notation,12 just P! (q) , which is the 
number of ordered partitions of q made up of the sum 
of m terms with the elements 0, I, 2, ... , k. The 
ordering is in ascending magnitude of the elements in 
going from left to right. The elements of the partition 
are all positive integers, and we define 

P;:'(O) = P;:'(I) = 1, k 2 1. (16) 

We may now express the coefficient gpkr of Eq. (14) as 

gpkr = P~P(x) - P~P(x - 1), (17) 

where x = kp - r. This result forms the key to analyz­
ing the statistical distribution of orbital states [L), 
with maximum multiplicity, for the case of LS 
coupling or of the total angular momentum states 
[J] for jj coupling. 

Equation (17) possesses a number of obvious 
properties which readily demonstrate well-known 
results. Thus, the maximum value of r is pk; in this 
case, gpkr = I, and it follows from Eq. (16) that, for 
the penultimatevalueofr, we havegpkr = 0. If2p 2 k, 
then the coefficient gpkr becomes 

gpkr = Pk(x) - Pk(x - 1) = P:(x), (18) 

where P,,(x) is the number of ordered partitions of x 
with no part greater than k and where Pt:(x) is the 
number of partitions of x with no part less than k. 

While mathematicians have devoted considerable 
attention to the asymptotic form of P(x), the number 
of ordered partitions of n without restriction, very 
little has been reported on the asymptotic behavior 
of the coefficients defined by Eqs. (17) and (18). In 
the case of Eq. (18), it is not difficult to establish the 
special results: 

P:(x) = 1, x even, 

= 0, x odd, x 2 2; (19a) 

P:(x) = t + 1 (t = c. (i-x), 
t = c. [t(x - 3)], x odd. 

x even, 

(19b) 

These two results suggest that the distributions for the 
odd and even values of x are distinct, as is indeed 
found by empirical observation. The extension of 
Eq. (18) to cases with k > 3 leads to unwieldy 
formulas of increasing complexity, and for this 
reason an alternative method of approximating g 

• p~ 

by uSll1g a series of polynomials to generate the parti-
tion numbers has been developed. 
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IV. POLYNOMIAL COEFFICIENTS AND 
PARTITION NUMBERS 

We now consider the problem of representing the 
partition numbers associated with Eq. (17) in terms 
of polynomial coefficients, ·which are then used to 
provide an approximation for the distribution of the 
number g pkr' To do this, we must first develop a 
systematic notation to provide' a connection between 
the representation of ordered and unordered parti­
tions, taking care to distinguish this notation from that 
commonly used for S functions and the labeling of 
group representations. 

We commence the development of our notation by 
first considering a few examples which will be used to 
illustrate the general notation described later. 

The number of ordered partitions of the positive 
integer x into m parts may be designated as (l 1I1)Q (x). 
If a partition of x has at least two members equal, the 
number of such partitions is written as (l m-221)Q(x). 
The subscripted letter Q is used to designate this type 
of partition. In this case, we have 

x = au + ... + a1111- 2 + 2a21> (20) 

where the aij are the set of integers constituting a 
particular partition of x and where the coefficients of 
the aij give the number of times they occur in the 
partition. For example, if we let m = 5 in Eq. (20), 
two sets A satisfying this relationship would be 

6 = 0 + 0 + 0 + 2.3 
or 

7 = 0 + 2 + 3 + 2.1, 

where the corresponding partitions are 

00033 
and 

o 2 3. 

Similarly, if a partition is a member of the set 
(1 "'-(22)Q(x), then it has at least two pairs of equal 
members. A typical example for m = 5 would be 
0+0 + 1 + 1 + 2. 

The above notation may be made quite general by 
letting 

(n~'n~ ... n~q)Q(x) 

denote the number of ordered selections of au, (A), 
such that 

x = n1(an + a l2 + ... + aliI) 

+ n2(a21 + ... + a21.) 

+ ... + na(aal + ... + aql). (21) 

Now it will be noticed that 

If the au are restricted to au ~ k, then 

(22) 

Later, we will not wish to distinguish between the 
various x's and k's and will write 

(nil . .. n~q)Q 

for the number of ordered selections satisfying Eq. 
(21) for any given x or k. 

The unordered sets of aij satisfying Eq. (21) will be 
designated by (ni"" n~q)p. In a given set A, it is 
possible that two or more a ij are equal without 
necessarily having equivalent subscripts. If we restrict 
ourselves to the case where all aij are ordered and 
distinct, we have a new set of solutions of Eq. (21) 
(a subset of the more general case) which we will 
write as (nil ... n~q)R' We shall later refer to arbitrary 
representations of (ni"" n~q)Q' (nil ... n~q)p, and 
(ni' ... n~q)R as Q, P, and R representations, respec­
tively. The utility of this rotation is that, as we shall 
show, we can express the Q and P partitions in terms 
of the R partitions, thus permitting a solution of the 
Q partitions in terms of the P partitions. 

The P partition (ni' ... n~·)p(x) with aij ~ k is just 
the coefficient of ZX in the product 

q 

IT (1 + zn i • •• znik)'i, 
i=l 

(23) 

and)t is from an approximation of the coefficients of 
this product that an approximation of the numbers of 
the partition emerges. 

V. RELATIONSHIPS BETWEEN Q-, po, AND 
R-TYPE PARTITIONS 

We now develop relationships between the Q-, po, 
and R-type partitions which will later be used to 
analyze angular momentum distributions. We may 
readily establish the typical relationships 

(14)Q = (14)R + (JZ2)R + (22)R + (13)R + (4)R' 

(J22)Q = (J22)R + (22)R + (13)R + (4)R' 

(22)Q = (22)R + (4)R' (24) 

(l3)Q = (13)R + (4)R' 

(4)Q = (4)R' 

The general method of obtaining these relationships 
is to select differing groups of aij as being equal and 
to make no distinction between members in which the 
first subscripts are equal. The general problem of 
establishing these relationships is by no means 



                                                                                                                                    

STATISTICAL GROUP THEORY 49 

TABLE I. Representation of Q-type partitions in terms of P-type partitions. 

M N 

m =2 (~ ~) 1 (1 1) 
2! 0 2 

1 
(12)Q = 2! [(12)p + (2')p] 

m = 3 (6 : i) 

:) C 1: ~ ~) b ( 1: 1: m =4 o ~ l~) o 12 

24 0 

24 

(l4)Q = ~ [(14)p + 6(P2')p + 3(22)p + 8(1'3' )p + 6(4' )p] 

trivial especially because, in higher cases, coefficients 
greater than one appear. Examples of this are 

(1222)Q = (1222)R + (23)R + (123)R + (32)R 

+ (P4)R + 2(24)R + (15)R + (6h, 

(P224)Q = (P224)R + (234)R + (1234h + (324h 

+ (1242)R + 2(242)R + (1225)R + (235)R 

+ 2(145)R + (52)R + (1226)R + 2(226)R 

+ (136)R + 3(46h + (127)R + (37)R 

+ (I28h + 2(28)R + (19)R + (lO)n. 

Relationships, such as given in Eq. (24), between 
the Q- and R-type partitions may be written in matrix 
form by treating the various Q and R partitions as 
components of vectors Q and R, where the ordering of 
the components is standard, as in Eq. (24). Thus, we 
have 

Q=MR, (25) 

where, in the case of Eq. (24), the matrix Mis 

1 1 1 1 1 

o 
o 

By considering the foregoing in terms of set theory, 
it can be shown that the transformation matrix M 
always exists and is upper triangular. 

The problem of expressing P partitions in terms of 
R partitions is a somewhat more difficult problem, 
but the result is similar to that of Eq. (25). We may 
generally write in vector form 

P=NR, (26) 

where N is a transformation matrix similar to that of 
the M matrix of Eq. (25), namely, N is upper tri­
angular with no zero terms on the diagonal. Thus, the 
inverse matrix N-l exists, and we may write 

(27) 

which allows us to relate the Q partitions to the P 
partitions. However, since we are only interested here 
in terms of the form (1 m)Q ' the enumeration of MN-l 
is not in general necessary. Solutions for m = 2 to 4 
are given in Table r. 

VI. ANGULAR MOMENTA DISTRIBUTION 
FORMULA 

We now show that the coefficients of the poly­
nomials have, in the limit, a normal distribution; as a 
consequence, the numbers gpkr follow a Wigner-type 
distribution with respect to r. 

The coefficients of polynomials of the form 

(1 + x + ... + xm)n 

tend to a normal distribution as n --+ 00. For m = 1 
this is, of course, the well-known binomial case. Proof 
for higher values of m may be readily obtained by 
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statistical methods. Thus, we will assume a distri­
bution of the form A exp ([-(x - ,u )2j2a2 ]) for the 
terms in the expansion of (1"I)Q as nt-+ co. Using 
the notation of Eq. (23), we obtain 

,u = tk L nJi 
= tqk. 

Recalling Eq. (17), 

gpkr = P~P(x) - P~P(x - 1), 

and, substituting for x, we obtain 

(28) 

gpkr = P~P(kp - r) - P~P(kp - r - 1). (29) 

VII. STATES OF NONMAXIMUM MULTIPLICITY 

If, as we would hope, states of nonmaximum 
multiplicity are also, in the limit, representable in 
terms of a sum of Wigner-type distributions, then it 
will suffice to show that the multiplication of functions 
G(l') by using angular momentum multiplication pre­
serves the character of the distribution since the states 
of nonmaximum multiplicity can be expressed as 
sums of products of the states of maximum multi­
plicity. 

Remembering the usual rule for angular momentum 
products, 

But q = 2p and hence,u = kp, so that if we let L X L' = (L + L') + (L + L' - 1) 

G~P(r) = PiP(kp - r), (30) + ... + IL - L'I, (36) 

then G(l') will in general be a sum of normal distri- we can write the product of two distributions as 
butions with mean zero and 

gpkr = G~P(l') - G~P(r + 1). (31) 

Using the finite-difference operator V, defined by 

VF(x) == F(x) - F(x + 1), (32) 
we have 

(33) 
Now 

G(r) = L Ai exp (;:~2), 
and, remembering that V is linear, we will consider 

[ (
_X2)] (_1'2) (-(l' + 1)2) 

V exp 2a2 = exp 2a2 - exp 2a2 

(-<r + W)[ (r + t) = exp exp --
2a2 2a2 

(
-(r + D)] - exp . 

20'2 

Upon expansion, we find that 

n[ (_X2)] (r + D (-(r + t)2) v exp - = --exp 
2a2 a2 2a2 

X [1 - ~. ,,], 
4a2 

but ()' -- 00 as m -+ 00, and hence 

v[exp (_X2)] ~ l' + t exp (-(r + t)2), 
2a2 a2 2a2 

(34) 

which is just the usual form of the Wigner distribution. 
Thus, the distribution gpkr is a sum of Wigner-type 

distributions and not just a single Wigner distribution, 
enabling us to write 

VG~(r) = L A;{r + t) exp (-(r + W)'. (35) 
2a; 

00 r+i 

(G1 X G2)(r) = L G(i) L G(k), r> i, 
i~O k=r-i 

00 r+i 

= L G(i) .L G(k), r < i. (37) 
i~O k=i-r 

But, if we extend G(l') by defining 

G( -r - 1) = G(l'), (38) 
we have 

00 r+i 
(G1 X G2)(r) = L G(i) .L G(k), V l', i. (39) 

i=O 
Now 

k=r-i 

V(G, X G2) 

= i~ G1(i)CI?2(k) - k~I:1G2(k») 
00 

= L [G1(i)G2(r - i) - G2(i)G(r + i + 1)]. (40) 
i~O 

If we let i' = - i-I and make use of Eq. (38), then 

if) 

V(G1 X G2) = L G1(i)G 2(r - i). (41) 
i=-rfj 

But this is the usual polynomial product, and, if we 
denote this by 

if) 

(G1 V G2)(r) = .L G1(i)G 2(l' - i), (42) 
i=-oo 

we have 
G1 X G2 = V-I (G1 V G2). (43) 

Using the linearity of V, we obtain 

G1 X G2 = V [(V-1G1) V (V-1G2)]. 

But V-1G is a normal distribution which is reproduced 
under polynomial multiplication, so that we may 
write 

(44) 
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where N is a normal distribution and, of course, 
V N is the Wigner-type distribution. 

Thus, the Wigner-type distribution is reproduced 
under normal angular momentum multiplication. 
This is an aesthetically very pleasing result and we feel 
that it argues strongly for consideration of the 
distribution of the g pkr in terms of the Wigner 
distribution. 

VIII. EXAMPLE OF is 

We now calculate a specific example of the fore­
going theory, and in the process we demonstrate one 
of the more outstanding deviations from the Wigner­
type distribution. Let us consider the states of maxi­
mum multiplicity of the is configuration which is 
sufficiently simple to be readily accessible numerically, 
but large enough to exhibit the main features. Recall 
Eq. (17): 

gpkr = p!P(x) - P;P(x - 1), x = kp - r. 

Normally we write 

2p = 21 + I - N (45a) 
and 

k=N, (45b) 

where N is the number of electrons with orbital 
angular momentum I. 

However, since we deal here only with states of 
maximum multiplicity, we may simplify our calcula­
tions by recalling the i-shell symmetry of these states 
and considering only the cases where 

2p =N (46a) 
and 

k = 21 + 1 - N. (46b) 

Thus, for is, from Eqs. (17) and (32), we have 

D(L) = P~(20 - L). (47) 

From the solution of the matrix MN-l for q = 5, we 
obtain the relationship 

(15)Q = 1 [W)p + lOOS21)p + 15W22)1' + 20(1231)1' 
5! 

+ 20(2131)1' + 30(1W)/' + 24(51)1']' (48) 

Equations (47) and (48) then lead to 

D(L) = ThV(l5)l' + T~V(1321)1' + lV(P22)l' 

+ tV(1231)1' + tV(2131)1' + iV(J141)1' 

+ i~V(51)1" (49) 

with aii :::;; 8 [see Eq. (21)]. 
The distribution D(L) for the terms of maximum 

multiplicity in i 5 is plotted in Fig. 2. It will be noted 
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FIG. 2. Plot of D(L) vs L for the terms of j5 with maximum multi­
plicity. 

that the graph appears to split into two, one for el'en 

values of L being consistently less than that for odd 
values of L. This type of deviation from the Wigner 
form tends to be common and can be explained in 
terms of the P partitions making up the various 
distributions. 

Examination of the individual terms in Eq. (49) 
reveals that most of the "splitting" is caused by the 
term V(F22)1' and a small contribution from V(J321)1" 
For any general term of the form V (I J112")1" we have 

V(1112")1' = (1'11)1' V V(2")1" (50) 

However, 

[V(2")1,](2x + 1) = - [V(2")1'](2x), 

so that all the terms V (1'112")1' tend to have large differ­
ences between their odd and even values and thus give 
the very common splitting effect. Similar effects for 
terms of the form V(1 1n3")p, etc., occur but are less 
prominent because, in general, the terms V(lq)p, 
V(IQ-221)1" and V(1H22)p tend to predominate in any 
given distribution. Furthermore, many of the terms 
tend mutually to cancel their respective splittings. 
These effects become less important as q becomes 
large since the terms V (I q-221)1" etc., tend to become 
smoothed. 

IX. ESTIMATION OF A AND a 

The results of the previous sections have established 
that, for sufficiently large 1 and N, the orbital angular 
momenta L of the states of maximum multiplicity of 
an electron configuration IS are distributed according 
to the Wigner-type distribution 

D(L) = ! AiL + D exp [-(L + W/20'~] (51) 
i 

or, to a lesser approximation, as a single Wigner 
distribution 

D(L) = A (L + t) exp [- (L + W/2a2]. (52) 



                                                                                                                                    

52 J. CLEARY AND B. G. WYBOURNE 

We now proceed to estimate the values of A and a. 
Two procedures are possible: Either we can obtain the 
Ai and ai of the various polynomials associated with 
the P-type partitions which sum to give the gpkr or we 
can obtain the value of a from the value of L for which 
D(L) is a maximum and then relate a to A. The first 
method requires the solution of the MN-1 matrix 
for the requisite values of q and becomes a complex, 
though interesting, problem for large values of q. 
The estimation is straightforward though tedious. 
In the case of i 5 we find 

(t5)p: a1 = 5.75, A1 = 1.44, 

A2 = 0.44, 

A3 = 0.055, 

(P21)p: 

(J122)p: 

a2 = 6.85, 

a3 = 7.75, 

which is in reasonable agreement with the observed 
position of the maximum at L = 7. 

For (13 we have q = 13 and the above method 
becomes extremely tedious. We shall simply estimate 
A and a, assuming a single distribution. We first note 
that the orbital states associated with the states of 
maximum multiplicity in IS span the {IN} representa­
tion of U21+1' and hence from dimensional con­
siderations we have 

Z (2L + 1)D(L) 

= C1: 1) 
;:::;! 1"'(2L + 1)A(L + t) exp [-(L + tn2a2

] dL 

= Aa3(27r)~, (53) 

which provides an important relationship between 
A and a. Likewise, it is a simple matter to show that 

(2L + I) ;:::;! (27T)~a. (54) 

X. EXAMPLE OF (13 

Explicit calculation of the orbital angular momen­
tum states associated with maximum multiplicity in t 13 

gave the points plotted in Fig. I, from which we 
deduce 

a = 23.2 and A = 2170, (55) 

the value of A being obtained via Eq. (53). A plot of 
the Wigner-type distribution (Eq. 52) using these 
values has been superimposed on the points of Fig. 1 
and shows a remarkably good fit. Use of Eq. (54) 
gives (2L + 1) = 58.2, which may be compared with 
the calculated value of 58.25. 

XI. CONCLUSION 

We have shown, using some extensions of the theory 
of partitions and groups, that for I» 0 the distri­
bution of the orbital states in the LS-coupling scheme 
of a configuration IN of equivalent electrons may be 
approximated by a Wigner-type distribution. Exactly 
the same analysis may be carried out for the jj­
coupling scheme with identical conclusions. Similar 
results should be obtained for the coupling of nucleons 
in the nuclear case. 

A number of problems remain to be resolved. It 
would clearly be desirable to obtain expressions for 
A and a directly in terms of the number of particles N 
and their orbital momenta I. This problem is closely 
akin to the elusive problem of solving the Clebsch­
Gordan series in an analytic sense. A number of 
interesting aspects of the theory of partitions that 
could impinge on this problem remain to be fully 
investigated. In this sense our present work must be 
regarded as a preliminary attack on the problem of 
examining some statistical aspects of group theory 
and the many-body problem. 
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The probabilistic interpretation of the classical scattering cross section is discussed in a mathematically 
rigorous framework. In particular, extensive use is made of the notion of a Poisson process based on a 
plane and on a sphere. The case of Rutherford scattering is given as a detailed illustration. 

1. INTRODUCTION 

A casual reading of the standard treatments of 
classical I-particle potential scattering indicate the 
differential cross section and the total cross section 
have (at least vaguely) a probabilistic interpretation. 
For example, see Newton, Ref. I, Chap. 5. It is our 
intention in this paper to make explicit the probabilistic 
interpretation of these observables. A similar inter­
pretation should hold in the more important quantum 
mechanical case. 

In Sec. 2 we define the notion of a scattering system 
which includes the notion of a potential scattering 
system as a special case. We feel our more general 
definition isolates the essential features of classical 
elastic scattering.2 In Sec. 3 we make precise the notion 
of an infinite beam of particles with a fixed velocity 
I! but with uniformly distributed impact parameters. 
Once this is done, we shall see that the cross-section 
measure of a scattering system S in the direction I! is 
a measure d(V, .) on S2, the 2-sphere in 1R3. In par­
ticular, for ~ s:: S2, d(I!,~) will turn out to be the 
expected number of particles in the beam which are 
scattered in the direction of ~ divided by the beam 
intensity. If d(l!, .) has a Radon-Nikodym derivative 
dd(l!, ·)/do. with respect to the canonical measure 0. 
on S2, we call dd(l!, ·)/do. the differential cross section 
of S in the direction I!. The integral 

r da(l!, .) dO. 
){S2-vlllvlll dn 

is called the total cross section (perhaps infinite), and 
it is the expected number of particles in the beam 
which are scattered, divided by the beam intensity. 

In Sec. 4 we prove an approximation theorem 
which we feel justifies our definition of an incoming 
beam of particles. The proof of the theorem is rather 
trivial and only requires results from a junior level 
probability course. 

Finally, in Sec. 5 we work out the example of 
Rutherford scattering in our framework. 

53 

2. CLASSICAL SCATTERING SYSTEM 

Throughout the remainder of the paper "ex" will 
stand for either "in" or "out." Let Uex be a Borel 
subset in IR 3 X IR 3 possessing the following properties: 
(a) If (xexo vcJ E Ucx , then vex"" 0; (b) if (xcx, I!cJ E 

Uex , then (xcx - l!extO' I!cJ E Ucx for all to E IR. Let 
IAcx = {Xex : IR -+ IR3\ Xex(t) = xcx + vext, t E IR, 
for some (xex~'cJ E Uex}. We think of the first ~<-3 in 
IR 3 X Ie< 3 as physical space, the second IR 3 as the 
space of velocities and elements of lAin and ;7\ out as 
the incoming and outgoing asymptotes of the system 
we wish to study. Typical examples of Uex would be 
IR 3 X (iP, 3 - {On itself and 

{(x, I!) E 1R3 X (1R3 - {O}) \ x + tv "" 0 for 'V t}. 

In particular, if U in is such that it is contained in the 
first set and contains the second set we say that lAin 

is standard. 
Note that we have a natural action of "time" on 

lAex defined by TtoXex(t) == Xex(t - t), for t, to E IR. 
Note also that ;7\ ex has a Borel structure it inherited 
from Uex . 

Definition: A (classical I-particle) scattering system 
consists of a triple (lAin, IA out, S) where IA ex is as 
above and S: ;7\in -+ lAout is a bijective Borel mapping 
which commutes with the time translations {Tt : - if) < 
- if)}. Elements of lAin are called the "incoming 
asymptotes" of the system IA out, the "outgoing 
asymptotes" of the system, and S is called the 
scattering operator of the system. S(Xin) is interpreted 
as the outgoing asymptote of a particle when Xin is 
its incoming asymptote. Thus S is the analog of the 
S matrix in quantum mechanics. When no confusion 
should arise, we shall use S to designate the scattering 
system. 

The fact that S commutes with time translation 
essentially says the scattering system is autonomous. 
Note that S has the following nice feature. Let 
v E 1R3 be such that there exists x E 1R3:3 (x, v) E Uin 
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and let Pv be the plane in IR 3 which is perpendicular 
to v and which passes through 0 (E R3). Finally let 

/l\ in = {X, E /l\in I X, (t) = x. + vt V t v - In III In , 

and Xin EPv} 

and Sv == SI /l\ .In. Observe that Sis comp,letely d~ter­
mined when we know the {Sv} where v IS descnbed 
above. 

To obtain a general example of a scattering system, 
consider the dynamical system governed by the 
differential equation in IR 3 : 

d2x . 
m- = F(x, x), 

dt2 
(2.1) 

where F is C' on fR3 X 1P,3. Let /l\in be the set of 
affine mappings xin : IR --+ fR 3: t ~ Xin + vint with 
the following properties: (a) Vin =;t!: 0; (b) there exists 
a unique solution x(·) of (2.1) which satisfies 

lim IIXin(t) - x(t)11 = 0, 
t-+-oo 

lim Ilv i n - dx (t)11 = 0; 
t-+-OCJ dt 

(c) there exists an affine mapping 

Xont : fR -+ 1R3; t ~ X out + vontt 

such that 

lim IIXout(t) - x(t) II = 0, (2.2) 

lim IIVout - dx II = O. (2.3) 
/-++OCJ dt 

Note that X out is uniquely determined by (2.2) and 
(2.3). Let /l\out be the set of Xont described by (c) and 
let S:/l\ill-+ /l\ont be defined by S(Xin) = Xont . It is 
clear that S is bijective and that it commutes with 
time translation. It is true, but technically messy to 
show, that /l\ ill and /l\ out inherit a natural Borel 
structure from IR 3 X IR 3 and S is Borel measurable. 
Thus (/l\ in, /l\ Ollt, S) is a scattering system. 

In general, it would be difficult to determine Nil 
and /l\Ollt from (2.1). However, in the case of the 
Coulomb or gravitational problem, /l\ill is standard 
and /l\Ollt and S can be explicitly computed (see 
Sec. 5). In fact, most reasonable scattering systems 
will be such that /l\ in is standard. 

3. THE CROSS-SECTION OF A SCATTERING 
SYSTEM AND ITS PROBABILITIES 

INTERPRETATION 

One of the main reasons why one considers cross 
sections of a scattering system (#\ ill, /l\ out, S) is that 

they are experimentally more accessible than the 
scattering operator S. Roughly speaking, cross 
sections tell us the directions into which parallel beams 
of incoming particles are scattered by S. Thus our 
first task is to define in a mathematically precise way 
the notion of a beam of incoming particles. 

Let (/l\in, /l\out, S) be a scattering system. We 
shall say that the system is standard if /l\ in is standard. 
For 0 =;t!: v E fR3, let Pv be the plane perpendicular to 
v and passing through O. The impact set Iv of the 
scattering system for the velocity v is defined as 
follows: 

Iv = {x EPv I X:R-+ R3:t~ x + tv 

is an element of /l\ in}. 

If /l\in is standard, Iv = Pv or Pv - to}. 

Definition: Let (/l\in, /l\out, S) be a standard 
scattering system. An (infinite homogeneous) incoming 
beam of particles with velocity v and intensity I is a 
Poisson process Yv,l = Y on Iv with measure I· A, 
where A is a (2-dimensional) Lebesque measure on Iv' 
Recall that a Poisson process with measure 'P on a 
measurable space (m, IE) is a function Y from IE to 
a space of nonnegative integer-valued random 
variables such that: (a) Y(B) , BE IE, is a Poisson 
random variable with mean 'P(B); (b) if BI , B2 E IE 
are disjoint, then Y(BI ) and Y(B2) are independent.3 

Remark: It is not necessary to assume that the scat­
tering system is standard in order to define the notion 
of a beam. We make this assumption for two reasons: 
(1) Most physically interesting scattering systems 
including Rutherford scattering systems (see Sec. 5) 
are standard; (2) the definition of a beam when the 
impact set is not Pv or Pv - to} is more complicated 
to state, and thus the essential idea of a beam may be 
obscured by the added complexity. 

Interpretation of Y: Observe first of all that /l\~11 
and Iv can be canonically identified. Since yo will 
be an atomic measure on Iv with probability one, 
supp [YO] will be a subset of Iv ~ /l\~ which is 
interpreted as the set of incoming asymptotes of the 
particles in the beam. In particular, if B is a measur­
able subset of Iv, Y(B) tells us the number of particles 
in the beam which have impact parameters in B. 

We are now in a position to define the scattered 
beam of direction. Let S2 be the 2-sphere in fR 3 and 
let .Q be the canonical measure or S2. Define 
dollt : /l\ out --+ S2 by 

dout(Xout) = vont/livoutll, 
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where Xont(t) = Xont + l'ontt . Thus dout(Xont) is the 
outgoing direction of Xont . 

Definition: Let Yv•I = Y be an incoming beam of 
particles with velocity v and intensity I. Let Sv = 
dont 0 SIff\}n. The Poisson process Nv on S2 is called 
the scattered beam of directions where Nv is defined by 

Nv(O) == Y[S;;-\O)] 

for Q a measurable subset of S2. N v is a Poisson 
process on S2 with measure I· Sv(J.) where Sv(J.) is 
defined by 

SiJ.)[O] = J.[S;;-\O)]. 

NvCQ) is interpreted as the number of particles in the 
incoming beam Y which are scattered (by S) in the 
direction O. The cross section (measure) of S w.r.t. v 
is defined to be Sv(A) :: a(v, '). Thus a(v, 0), 0 S; S2, 
is the expected number of particles in the incoming 
beam Y which are scattered in the direction 0, divided 
by the intensity I of the incoming beam. 

If a(v,') is absolutely continuous w.r.t. 0 on 
S2 - {v/\lt'\I}' then the Radon-Nikodym derivative of 
a(l',·) w.r.t. 0, denoted by da(V, ')/dO, is the 
differential cross section of S w.r.t. P. The integral 

a(v) == r da(v, .) dO 
Js' dO 

is called the total cross section of S 1I'.r.t. P. It may be 
infinite. 

In most applications we also have spherical sym­
metry about the scattering center (which is 0 in our 
case.) We shall indicate how this can be incorporated 
in our framework. Let SO(3) denote the connected 
component of the orthogonal group for IR 3. We have 
a natural action of SO(3) on the set of affine mappings 
of IR into R3. In fact, if R E SO(3) and 

X: IR --+ 1R3:t.I\/ll+ x + vt, 
then 

RX:R--+1R3:t.I\/ll+Rx + (Rp)t. 

We say the scattering system (ff\ in, ff\ out, S) is 
spherically symmetric (about the scattering center) 
if ff\ in and ff\ out are left invariant by SO(3) and 

RS= SR 
for all R E SO(3). 

Theorem: If (ff\in, ff\ out, S) is a standard spherically 
symmetric scattering system, then 

Ra(v, .) = a(Rv, .) (3.l) 

for all R E SO(fi), where RI-', I-' a measure as S2, is 
defined by 

Rlt(L) == (R-1L) 

for ~ a measurable subset of S2. In particular, if 
Rv = v, then 

Ra(v, .) = a(v, .), 

i.e., a is invariant under the action of such R. 

Proof: Let ~ be a measurable subset of S2. Then 

Ra(v,~) = a(v, R-I~) = J.(S;;-\R-l~» 
= J.{(RSvrl(L)} = J.(SR~("£) 

= a(Rv,~). 
Since ~ was arbitrary, this implies (3.1). 

Corollary: Let (ff\ill, ff\out, S) be as in the above 
theorem and assume that the differential cross section 
exists. Then a(v) depends only on \It'\I and thus only 
on the "energy" E = t \lv\l2, In this case we write 
O'(E). (We are assuming mass has been normalized to 
be one.) 

Proof: The proof follows directly from (3.l) and the 
fact that 0 is invariant under the action of SO(3). 

Remark: If we choose spherical coordinates (0, cp), 
-7r < cp < 7r, 0 S 0 S 7r, on S2 such that (0,0) is 
the forward direction v/llvll, then the coordinatized 
differential cross section da(v; 0, cp)/dO in the spheri­
cally symmetric case will depend only on E = t IIvl12 
and 0. We thus write daCE; O)/dO. 

Note that the spherical coordinates we choose on 
S2 depend on the forward direction and thus the 
function daCE, O)/dO only tells us how much the 
incoming particles were deflected from its initial path 
by the scatterer. 

4. AN APPROXIMATION THEOREM 

Let (ff\in, ff\out, S) be a standard scattering system 
and let v (¥= 0) R3 be fixed. Let Yv,I be an incoming 
beam of particles. Let [) n be a nested sequence of 
disks in Iv such that 

1
. n . 
1m -- ==hmln = I. 

n-->oo A([)n) n-->oo 

Observe that U [) n = Iv. We can associate a finite 
beam of incoming particles with each [) n in the follow­
ing way. Let Y~"'" Y: be uniformly distributed 
random variables with values in [)n which, if you 
recall, can be thought of as a subset of ff\~n. It is 
clear that the collection {Y~, ... , Y:} may be thought 
of as a finite incoming beam with impact parameters 
in [) n and intensity In. We also have a finite scattered 
beam of directions a'ssociated with [)n' In particular, 
let L be a measurable subset of S2 and let 

n 

Nn(V,L) = 1 Xt(SJY~», 
;=1 
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where XI: is the indicator of ~. Thus Nn(v, ~) is the 
number of particles in the incoming beam {Y~, ... , 
Y~} which are scattered in the direction ~. Let 
o'n(v, 1:) == I;;1E(Nr.(v, 1:», where E() denotes the 
expectation functional. 

Theorem: For each measurable 2: C;; 52, Nn(v,~) 
converges in distribution to N(v, ~), where N(ll, ~) 
is defined in Sec. 3. Moreover, 

limanCv,~) = a(v,~). 

Thus, for sufficiently large n, ({ Y~, ... , Y~}, Nn(v, .), 
an(v, .» is a "good" approximation to 

(Yv .n , N(v, .), a(v, .». 
Remark: Note that N(v, 2:) may be infinite, but 

that does not matter. 

Proof of the theorem: Observe that Nn(v, 1:) is the 
sum of independent Bernoulli random variables with 

A(S-l(~) n [) ) 
P == E{ (S (y i»} = v n • 

n X1:v n A([) n) 

Thus 

lim nPn = I· A(S;;-\2:» = I· a(v,~), (4.1) 

which may be infinite. Since nPn = Ino'n(v, 2:), we 
see that 

n-oo 

From the Poisson approximation to the sum of 
Bernoulli random variables,4 we conclude that 
Nn (v, 1:) converges to a Poisson random variable 
with mean I· o'(v, ~), i.e., Nn(v,~) converges in 
distribution to N(v, 2:). This completes the proof of 
the theorem. 

In a realistic situation we actually would have a 
finite beam with a large number of particles n. Thus, 
looking at the above theorem in another way, we see 
that {YV.I' N(v, .), o'(v, .)} is a good approximation 
to ({Y~,' ., , y~}, Nn(v, .), o'n(v, .», and, since {Yv .[, 

N(v, ), o'(v, .)} is analytically more tractable than 
({Y~,"" Y~}, Nn(v, .), o'n(v, .», we use it as the 
theoretical model which is compared with experiment. 

5. RUTHERFORD SCATTERING5 

Consider the dynamical system governed by the 
following differential eq uation in /R 3: 

d2x 
m - = -1'1. grad (V), 

dt2 

where V = Ilxll-1 == r-1 , m > 0, and 1'1. E IR. For 
example, 1'1. = Z1ZZe2, and thus I'I.r-1 is the Coulomb 
potential when the particles being scattered have 

finite point mass m and charge Z1e and the "scatterer," 
located at 0, has infinite point mass and point charge 
Z2e. When Z1 and Z2 have opposite sign, i.e., when 
the two particles attract one another, !l\ ill = !l\ out = 

the set of nonconstant affine mappings from /R to rr~ 3 

which do not pass through O. When Z1 and Z2 have 
the same sign, i.e., when the two particles repulse 
one another, !l\ ill = !l\ out = the set of all non­
constant affine mappings from /R to /R 3. 

To be explicit, we shall take 1'1. > 0. Choose 
v (::;!: 0) E /R 3. In the impact plane Iv = Pv , choose 
polar coordinates (b, cp) with the origin of the co­
ordinate system being O. The choice of polar axis is 
immaterial since we have rotational symmetry in Iv' 
The impact parameter of an incoming asymptote, 
X: /R -+ /R 3: t ~ Xo + vt E !l\~l, is just the radial 
coordinate of Xo in Iv' Let (e, cp), 0 S;; e S;; 'TT, 

- 'TT S;; cp S;; 'TT, be the usual spherical coordinates in 
S2 such that theforward direction v/llvll has coordinates 
(0, 0) and the direction of the polar axis in Iv has 
coordinates (l'TT, 0). e is called the scattering angle. 

In Newton,1 Chap. 5, it is essentially shown that 
if b > 0 is the impact parameter of X E !l\~\ then 

Sv(X) = (0, cp), 

where e, 0 < e S;; 'TT, is the solution of 

b = (I'I./m Ilv11 2) cot (te). 

(5.1) 

(5.2) 

Thus, for 1: a measurable subset of 52 contained' in 
the complement of the forward direction, we have 
that 

a(v, 1:) = A(S;;-YQ» = r _ b db dcp. 
J8v'(Q) 

Making the following change of coordinates, 

b = (I'I./m Ilv112) cot (ie), cp = ~, 
and letting ~ = {(e, cp):O < e < 'TT, (e, cp) E ~}, we 
obtain 

a(v, 2:) = r b db dcp 
J8v-'(1:) 

= r !(_I'I._)2COS (1fJ) 1 1 dedcp 
J1:' 2 m IIvll2 sin (to) 2 sin (to)2 

r 1 ( IX )2 sin 8 de d 
= J1:' 4 m Ilvll2 [sin (iO)]4 cp 

_ r 1.(_1'1. )2 1 dO. 
- J1: 4 m Ilv/l 2 [sin (8)r . 

The Radon-Nikodym derivative of a(v, .) w.r.t. 0., 
i.e., the differential cross section of S w.r.t. v, is 

:~ (v; 0, cp) = 1(m ~V/IS tin ~teS· 
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This same formula holds when (J. < 0, but (5.1) has to 
be modified slightly in the cp coordinate and the sign 
on the left-hand side of (5.2) must be changed. 
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The Noether theorems were derived by Noether for n-dimensional Euclidean spaces, but they have 
been used by many writers in relativistic theories where the geometry is not Euclidean. We give a deriva­
tion of the Noether theorems, assuming only a Riemannian space and following the method used by 
Noether as closely as possible. This requires new definitions of total variations for fields and integrals 
since a covariant total variation for tensor fields is required. The results have been applied to electro­
magnetic fields. 

1. INTRODUCTION 

In 1918, Noether1 published two theorems on 
invariance of the integral in a variational problem in 
which she showed that invariance with respect to a 
group of transformations implies existence of certain 
identities. Since that time the Noether theorems have 
been applied to various physical systems to study the 
correspondence between symmetries of the system and 
existence of conservation laws. 2 The N oether theorems 
were derived for Euclidean spaces, and so, strictly 
speaking, they should only be used for problems set 
in Euclidean spaces. Despite this fact, many authors 
use the Noether theorems in relativistic theories where 
the geometry is not Euclidean. Arguments intended to 
justify such applications have been given by Anderson,3 
Trautman,4 and others, but these arguments do not 
prod uce a true mathematical extension of the N oether 
theorems to Riemannian spaces in the opinion of this 
author. 

In this paper it is shown that such an extension can 
be accomplished. To do so, one must carefully dis­
tinguish between point transformations and coordi­
nate transformations.5 In connection with this, we 
find that the role of the metric tensor must be clarified. 
Finally, this attempt to parallel the original derivation 
of the Noether theorems requires some new ideas 
about variations of vector or tensor fields. This sug­
gests new possibilities for variational principles in 

relativistic theories. Some results on variational 
principles will be given in a later paper. 

2. REVIEW OF THE NOETHER THEOREMS 

In the following discussion we shall consider an 
integral 

W[u] = idXL(X'X, u\ Oaui) (2.1) 

over a region Q in R4. Greek indices IX, ~, y, ... have 
the range 1,2,3,4, and Latin indices i,j, k,'" have 
the range 1, ... ,n. Functions ui(xa) are real valued 
with continuous second derivations. 

Infinitesimal transformations 

(2.2) 

(2.3) 

are introduced. The total variation !1u i is related to 
local variation 

oui = li(xa) - ui(xa) 

by the equation 

(2.4) 

flu i = ou i + oaui!1xa. (2.5) 

The usual summation convention is employed in (2.5). 
The total variation of integral (2.1) is defined by 

!1W = r dXL(xa, ui, OU
i

) _ r dXL(xa, ui, OU
i

). (2.6) In oxa In oxa 
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This same formula holds when (J. < 0, but (5.1) has to 
be modified slightly in the cp coordinate and the sign 
on the left-hand side of (5.2) must be changed. 
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prod uce a true mathematical extension of the N oether 
theorems to Riemannian spaces in the opinion of this 
author. 

In this paper it is shown that such an extension can 
be accomplished. To do so, one must carefully dis­
tinguish between point transformations and coordi­
nate transformations.5 In connection with this, we 
find that the role of the metric tensor must be clarified. 
Finally, this attempt to parallel the original derivation 
of the Noether theorems requires some new ideas 
about variations of vector or tensor fields. This sug­
gests new possibilities for variational principles in 

relativistic theories. Some results on variational 
principles will be given in a later paper. 

2. REVIEW OF THE NOETHER THEOREMS 

In the following discussion we shall consider an 
integral 

W[u] = idXL(X'X, u\ Oaui) (2.1) 

over a region Q in R4. Greek indices IX, ~, y, ... have 
the range 1,2,3,4, and Latin indices i,j, k,'" have 
the range 1, ... ,n. Functions ui(xa) are real valued 
with continuous second derivations. 

Infinitesimal transformations 

(2.2) 

(2.3) 

are introduced. The total variation !1u i is related to 
local variation 

oui = li(xa) - ui(xa) 

by the equation 

(2.4) 

flu i = ou i + oaui!1xa. (2.5) 

The usual summation convention is employed in (2.5). 
The total variation of integral (2.1) is defined by 

!1W = r dXL(xa, ui, OU
i

) _ r dXL(xa, ui, OU
i

). (2.6) In oxa In oxa 
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It follows from (2.6), by use of (2.2), (2.3), and (2.5), 
that 

~W = dx -.ou' + - L~x' + --. ou' , i [OL . a ( oL .)] 
n ou' ax' o(o.u') 

where 

If we define 

oL oL a ( oL ) 
(ju i = ou i - ox~ o(o.ui ) • 

T • L£. oL::l i 
·13 = up - --. upu, 

o(o.u') 

then (2.7) can be put in the form 

~W = r dx OL(~Ui - OpUi~XP) 
In ou' 

+ r dxa. (T~p~xp + ~ b.u i
). In o(o.u') 

The Noether theorems follow from (2.10). 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

Let indices A, B, C, ... have the range 1, ... , N 
in the following theorems: 

Theorem 1: Suppose functions ~A(X', ui, a.u i
), 

w:4.(x·, ui , o.ui
), and y'A(x·, ut, o.ui

) exist such that for 
arbitrary parameters €1, ••• , €N we have 

(2.11) 

when ~x' = €A~A and ~Ui = €Aw~. ThenNrelations 
exist of the form 

(
t.::l i i) oL ::l (T. 1:.13 ilL i .) "Au.U - wA -. = U IX 'P"A + --. wA - YA . 

ou' o(o.u') 

(2.12) 

Theorem 2: Suppose linear operators A~l' 1'A, and 
e~ exist such that 

~W = LdxOaCAAJ~1>A]) (2.13) 

for arbitrary functions ~1>A, which vanish on the 
boundary of n, when 

~XIX = lA[~4>A] and ~Ui = e~[~4>A]. 

Then N relations exist of the form 

(2.14) 

Operators e~i and l~· are adjoints of operators e~ 
and 1'A, respectively. 

The Noether theorems and the variational formula 
(2.7) will now be extended to Riemannian spaces to 
produce covariant forms of (2.12) and (2.14). The 

purpose of the following derivation is to show that 
a covariant form of (2.7) can be produced by argu­
ments very similar to those used in producing (2.7), 
with some interesting changes in the concept of a total 
variation. 

3. COVARIANT DIFFERENTIALS AND 
VARIATIONS 

We shall assume X is a 4-dimensional Riemannian 
manifold with points x = (XO, Xl, X2, x3) = (x') and 
metric g.p. Functions r;:p are the Christoffel symbols 
corresponding to metric g.p. At each point x E X we 
have a tangent space with basis {Iix)}. Basis systems 
at (x') and (x' + dx·) are related by 

I;,(xlX + dXIX) = Iix·) + r~ix·) dxPI.(x·) 

+ o(dx·)I.lx·). 

To first-order terms in dx·, we have 

I,ba + dx') = I;,(xlX) + r~p(x·) dxPIv(x·). (3.1) 

In the following calculations only first-order terms 
in differentials or variations will be retained. Assume 

g = Idet (g.p) I "# 0 on X. 

Each point x E X has coordinates (x') in some 
coordinate system. No coordinate transformations 
will be introduced in the following. We shall employ 
point transformations such as (2.2) above, but such 
transformations must not be confused with coordinate 
transformations. This distinction is important if the 
variation ~x· to be used is to be correctly interpreted 
in the following. 

Let A be a vector field on X. Then 

A(x) = A·(x)I.(x), 

and the covariant derivative of A is given by 

V'pA' = opA· + rp",A"'. 

It is important to observe that 

A(x + ~x) - A(x) = V'pA·~xplix). (3.2) 

Hence, differentials V' A" = V' pA·~xP represent com­
ponents of a vector increment 

LlA = A(x + ~x) - A(x). 

The differentials dA A = OpAA dxp represent changes 
in component functions A· as we move from point (x') 
to point (XIX + dX"). These two kinds of differentials 
are related by 

V' A' = dA" + rpAAA dxP• 

Hence V' AIX = dA· in flat spaces, but these differentials 
are generally different. 
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Assume that A is a vector field on X and infinitesi­
mal transformations 

xa. = xa. + !:1xa., (3.3) 

Aa.(x) = A"(x) + !:1(A") (3.4) 

are given. Equation (3.3) defines a point transforma­
tion in X. We shall interpret (3.4) as introducing a 
new vector field B on X, where 

B(x) = A"(x)I,,(x). 
Then 

B(x) - A(x) = t5A(x) 

(3.5) 

(3.6) 

is a vector local variation. We may express (3.6) in 
terms of components as 

Aa.(x) - A"(x) = t5A"(x) 

if t5Aa. is defined by t5A(x) = t5Aa(x)la(x). Hence, bA" 
may be interpreted either as local variations of 
components A" or as components of the vector 
variation t5A. 

We now define a vector total variation by 

!:1A = B(x + !:1x) - A(x). 

Adding and subtracting B(x), we find 

!:1A = V B).lix) + M"I,,(x). 

Up to first-order terms in bA" and !:1x", we have 
vB). = vA). so 

!:1A = (vA). + bA).)I;.(x). 

Define components of !:1A by !:1A = (!:1A»).I;.(x). 
Then 

(!:1A)" = M). + V"A).!:1x". (3.7) 

For !:1(A).) as defined by (3.4) we have 

~(A).) = bA). + oaA).~x". (3.8) 

Hence (!:1A»). = !:1(A).) in flat spaces, but in general 
these total variations are different. The total varia­
tions Ll(A).) are not components of a vector, and so 
they are not covariant quantities. The variations 
(LlA»). are covariant, however. 

Similarly, for higher-order tensors, we define total 
variations by rules such as 

(LlA)"v = bA"v + V .. A"y!:1x). 

when variation A"v(x) = A"v(x) + ~(A"v) is given. 

4. VARIATION OF AN INTEGRAL 

Assume A is a vector field on X and L(x, A, VA) 
is a scalar function of point x, vector A, and covariant 
derivative vA. Integral 

W[A] = Ldxg!L(X, A, vA) (4.1) 

will be considered. Assume that infinitesimal trans­
formations (3.3) and (3.4) have been given and varia­
tions of A and vA have been defined as in Sec. 3. We 
define the total variation of W by 

!:1W = f/X[g(x)]iL(X, B, vB) 

- Ldx[g(X)]iL(X, A, vA). (4.2) 

It is assumed that t5ga.fJ = O. We shall now derive a 
formula for !:1 W to replace (2.7). 

Assume g > 0 on X for convenience. Then 

(4.3) 

Using ogjox). = ggafJo).ga.fJ' we find 

[g(x)]! = g!(1 + tg"fJo).ga.pLlx).). 

Since gaPo;.g"p = 2r;;., then 

[g(x)]! = g!(1 + r:;.Llx).). ( 4.4) 

Now we use dx = dx(l + o,,~x") and the result (4.4) 
in (4.2) with L(x, B, vB) = L + LlL. Then 

!:1W = LdX(1 + oa.!:1xa)(1 + r:).~x).)g!(L + ~L) 

- LdxgtL. 

The equation simplifies to 

~W = Ldxgi"(LV,,!:1xa + !:1L). (4.5) 

Now, 

!:1L = L(x, B, vB) - L(x, A, vA). 
So, 

!:1L = oL !:1xa + oL (Ma + V A"!:1xP) 
ax" oA" p 

Thus, 

+ oL fJ (b(va.AP) + V).V"AP~x;'). 
o(VaA ) 

LlL = V L!:1x). + bL Ma + V ( oL MP) 
). M" " o(V"AP) , 

(4.6) 
where 

v L = oL + oL v A" + oL V.(V AP) 
). ox" j)A"). o(V"AP)" a 

and I 

bL _ oL _ v ( oL ) (4.7) 
bA" - oA" p o(VpA") . 

Substitution of (4.6) in Eq. (4.5) yields, after some 
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rearrangement, 

AW = [ dxg! ~L M" 
In OAa 

+ r dxg!V" (LAX" + oL p Mil). (4.8) In o(V"A ) 

Equation (4.8) is clearly the covariant equivalent of 
(2.7) and could have been guessed in advance. It is 
interesting, however, that a derivation of C 4.8) along 
lines similar to those leading to (2.7) requires some 
new ideas about variations of vector or tensor fields. 

5. COVARIANT NOETHER THEOREMS 

From (4.8) new forms of the Noether theorems 
follow easily. First observe that again we may define 
a tensor 

T" = Vj" - oL V All 
'A A oCV"AP) ;. 

and replace (4.8) by 

AW = r dxg! ~L M" In ~Aa 

+ r dxgtV" (rAAxA + ~Il (AA)P). (5.1) In o(V"A ) 

Theorem 3: Suppose 3r vectors ~1 , ••• , ;r, 
"l)l,"',"I)r, Yl,"',Yr exist at each point XEX 

such that for arbitrary real numbers e1
, ••• , er

, if 

Ax = ek~k and AA = ek"l)k, 

then 

AW = Ldxgt div (ekYk)' 

Let ;k = ~~I;.(x), "l)k = "I)~I,,(x), and Yk = Y~Vx). 
Then r identities exist of the form 

6£ V P). Il) V (Ta e oL P ,,) ~AP ( ;.A ~k - 'YJk = a .). k + o(V"AP) 'YJk - Yk • 

(5.2) 

Proof: The proof follows immediately from Eg. 
(5.1) by using the hypotheses that 

Ax). = ~~e\ (AA)P = 'YJ~ek 

and arbitrariness of parameters Ek and region n. 

Theorem 4: Assume linear differential operators 
M, YL and eL k = 1, ... , r, exist such that for 
arbitrary functions A(P(x), ... , /)"rpr(x) we have 

llW = LdxgiV,,(M[Arpk]) 

when 

Ax" = Y~[llrpk] and (llA)'" = enArpk]. 

Then r identities exist of the form 

e*;.[ ~£] - Y~/i[~ V A;'] = 0 (5.3) 
k oA'< k oA'< P , 

where etA denotes the adjoint of ez. 
Proof: The proof follows from (5.1) using the 

hypotheses given for variations Ax" and (/)"A)". 

It would be reasonable at this point to present 
applications of Theorems 3 and 4. One such applica­
tion has been made by the author" to electromagnetic 
fields. The calculations are lengthy, and the result is 
essentially that of Bessel-Hagen,2 with the expected 
result that the symmetry group involved depends upon 
the choice of metric g.p. The results are similar to 
conclusions given by Fock,7 although his conclusions 
did not stem from the Noether theorems. 
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The high-temperature expansion of the spino! XY model is shown to be particularly simple when the 
Hamiltonian is written in the second-quantization form. By aid of a few simple rules, the partition 
function and susceptibility are easily evaluated to high orders. 

I. INTRODUCI'lON 

We present here a method particularly well suited 
for obtaining the critical properties of the spino! XY 
model by high-temperature expansions. The high 
temperature expansion of the XY model has been 
previously approached by others l as an anisotropic 
limit of the Heisenberg model. This approach entails, 
however, some unexpected complications, and as a 
result the critical properties have not been estab­
lished until recently. 

The method we propose is to write the Hamiltonian 
of the XY model in terms of the usual raising and 
lowering operators. The high-temperature expansion 
of the partition function then gives rise to graphs or 
clusters in the usual way. But by having the Hamil­
tonian in the second-quantization form, we have 
reduced number of graphs considerably and the trace 
becomes quite trivial to evaluate. Further, we can 
obtain the fluctuation in the long-range order and the 
susceptibility in the perpendicular direction directly 
from the partition function series~ a 

In our first paper we considered an applica­
tion of this method to the cluster expansion of the 
Jastrow function found in the models of liquid 4He~b 

n. XYMODEL 

The XY model is a limiting form of the anisotropic 
Heisenberg model and is usually written as 

Je = -2J I (S~S; + S':,.S!), (1) 
(mn) 

where by (mn) we mean that the sum is over the 
nearest-neighbor pairs only. The physical relevance 
of the XY model as a model for liquid helium near 
lambda point or for certain ferromagnets near the 
critical temperature is already discussed elsewhere.3

•4 

We shall restrict our discussion here to the case of spin­
! only. 

Consider the spin operators 

st = S~ ± iS~ and stSi = S~ + t. 
The commutation relations for Sl are very simple. 
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If s1' and st are on the same site of a lattice (i.e., 
i = j), then they act as Fermi operators. If s;= and 
S; are not on the same site of a lattice (Le., i ¢ j), 
then they act as Bose operators. In terms of these 
operators the Hamiltonian has the following simple 
form: 

:Ie = -J I S;!;S;;. 
(mn) 

(2) 

For the high-temperature expansion it will be found 
more convenient to work with another set of opera­
tors defined as 

Ni :: sts; = (to\, Nit == S.-st = (00). (3) 
OOJ; 01 i 

Some of the more useful algebraic properties of N 
and Nt are: 

(i) N and Nt are idempotent. 
(ii) N and Nt are orthogonal to each other. 

(iii) All the N's and Nt's commute. 
(iv) The trace of both N and Nt is unity. 

These four properties will be found most useful in 
generating the high-temperature expansion graphs of 
the partition function and in evaluating the successive 
traces. 

Ill. PARTITION FUNCTION 

We shall write the partition function in the 
customary way 

where 

Z = Tr [1 - ~Je + ~2Je2/2 - ... ] 

= Tr [1 + ~lKnpnln!J. 

K = JIKBT and P = l: S;:;S;. 
(mn' 

The trace is over the spin space I, 

I = 1 x I x 1 x ... x 1, 

(4) 

where 1 is the unit matrix of rank 2. To obtain physical 
quantities like specific heat, entropy, we need,how­
ever, 

00 K n Tr* n 
In Z = N In 2 + I p , 

n-l nl 
(5) 
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where5 

Tr* = Z-N X O(N) in Tr pn. 

As in the high-temperature expansions of the Ising 
and Heisenberg models,s Tr pn will generate a 
variety of connected and disconnected graphs or 
clusters. But,unlike the Ising and Heisenberg models, 
the X Y model will have only a subset of the total 
graphs. In drawing a graph, it will be convenient t.o 
'assign a direction to (as if a forward momentum): 

S~S; == m-n. 

The line between the two lattice points m and n is by 
definition the nearest-neighbor distance. Since Sf are 
themselves traceless, all terms in Tr pn will vanish 
.except those which have Sf, S1', st, ... paired up in 
~n even number of ways with S7, Sj, S:' ... (i.e., the 
nonvanishing are those which can be expressed 
entirely by a combination of N's and Nt's). A few 
nonvanishing terms are graphically represented in 
Fig. 1. A few words about graphology: The assign­
ment of the arrows shows that, for every arrow 
pointing towards a vertex, there is another pointing 
away from it if the total momentum is conserved 
at the vertex. In fact, nonzero graphs always satisfy 
this requirement (and once this point is understood, 
the arrows can be altogether suppressed). It will be 
then apparent from the rule of the "momentum 
conservation" that the only allowed graphs in the 
high-temperature expansion of the partition functions 
are polygons. 7 

We shall now show the matrix elements of a few 
low-order graphs. The matrix elements for Fig. 1 (A) 
are 

SiS, . SIS; = NiN~ 
whose trace (in the sense of our definition) is 
2-2• The matrix elements for Fig. l(B) are 

sts;· sts;· sts; = N,N~Nk' 
and 

o 6000 
{Al (B) (el (Dl 

(E) (F) (G) (H) 

FIG. 1. Z graphs. 

sts; . sts; . SIS; = NiN~Nr. 
Since ij, jk, ki are constrained to be nearest-neighbor 
pairs, NjNJNZ and N;NJN1c must correspond to an 
equilateral triangle. NiN] NZ and N;NjNZ both have 
an identical trace value of 2-3• It will be seen that in all 
cases the trace will produce a simple factor in the form 
of 2-v, where v is the number of the vertices of a graph. 

The matrix elements for Fig. 1 (C) are 

t 4 t t N Nt t t NiNjN 1cNl + NiNjN 1cNl + i jN 1cNl' 

The coefficients I, 4, and I represent the number of 
ways a square can be formed by the combinations of 
N's and Nt's. We shall term these numbers "occur­
rence factors." The occurrence factors are quite 
evidently combinatorial factors associated with some 
particular combinations of N's and Nt's for a given 
graph.s For most of the graphs their occurrence 
factors can be very simply obtained. In Appendix A 
we give a few examples. Rules for drawing the graphs 
contributing to the partition function are thus all 
self-evident. We shall write them down here without 
proof: 

(i) The nonzero terms of Tr pn are those which 
correspond to polygons. 

(ii) Those polygons, furthermore, must have an 
even number of lines at all the vertices. 

(iii) At each vertex, momentum is conserved (for 
every arrow pointing towards a vertex, there'must be 
one pointing away from it). 

(iv) The trace of a graph yields a factor 2-v , where 
v is the number of the vertices of the graph. 

According to these rules, then, it is not possible 
to include, for example, the graph G(ll) in 5th order 
where by G(U) we mean the graph number 11 listed 
in Table I. The same shadow graph can, however, 
occur at 6th order (see Table III). 

In Tr pn, the trace and the sums contained in the 
P's are interchangeable. Hence we can write, for 
example, 

Tr* Z NiN;N~ = zTr* NiN;N: = 2-3Nqq', 
t;. t;. 

where q is the coordination number and q' is the 
number of ways a third point can be placed to com­
plete an equilateral triangle, given that there is a 
pair of nearest-neighbor points in the lattice (q' = 4 
for fcc). It is customary to express the result of such 
sums in terms of the lattice constants of Domb and 
Sykes.9 In this instance, 

Nqq' = 6Npa, 
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TABLE I. Shadow graphs -are enumerated according to tbe function for the general lattice is given below: 
classification of Baker et al. (see Ref. 9). 

I 2 3 4 5 

I /\ ~ ~ N 
6 7 8 9 10 

0 lY X AI M 
II 12 13 14 15 

[2] 0 []I /V\ 5Z 
16 18 20 21 22 

LY1 l:L IV Iy\ NV 
24 25 26 28 29 

rJ e [><j ~ 0 
30 33 34 40 41 

0,10( 01\ IY:: lYV 
152---~ 60 76 1,3 

I Nv\ 1<]> C\] G 16 

where P3 is the lattice constant for triangle and the 
numerical factor 6 is the random-walk factor for the 
three-sided polygon. These numbers, which will 
enable us to express our results in terms of the lattice 
.constants, are tabulated in Table II. They are inde­
pendent of the lattice of a system and are quite 
systematic. 

Finally, the partition function is 

InZ - Nln 2 

= (K2/2!) Tr* p2 + (K3/3!) Tr* p3 + .. " (6) 

where, in Table III, terms which contribute to the 
above expansion are shown with the graphslo and the 
occurrence factors. It would appear that representing 
a graph by the combinations of N's and Nt's is un­
necessary, since the final trace depends only on the 
number of the vertices of a graph. For the partition 
function the total sum of the occurrence factors is, 
in fact, sufficient. It will be shown later, however, 
that, for physicalobservableslike the perpendicular 
susceptibility, the knowledge of the decomposition 
is quite necessary. 

The high-temperature expansion of the partition 

InZ - Nln 2 

= (K2/2!)[0.5{G(I)}] + (K3j3!)[1.5{G(3)}] 

+ (K4/4!)[O.5{G{l)} + {G(2)} + 3{G(6)} 

+ 1.5{G(1, I)}] + (K5j5 !)[7.5{G(3)} + 5{G(7)} 

+ 7.5{G(12)} + 7.5{G(1, 3)}] + (K6j6 !)[O.5{G(I)} 

+ 3{G(2)} + 6{G(3)} + 4.5{G(4)} + 5.25{G(5)} 

+ 30{G(6)} + 16.5{G(11)} + 15{G(13)} 

+ 30{G(26)} + 22.5{G(29)} + 7.5{G(1, I)} 

+ 7.5{G(1, 2)} + 22.4{G(1, 4)} + 45{G(3, 3)} 

+ 11.25{G(I, I, I)}] + (K7/7!)[31.5{G(3)} 

+ 57.75{G(7)} + 77{G(ll)} + 131.25{G(12)} 

+ 35{G(14)} + 31.5{G(15)} + 36.75{G(16)} 

+ 57.75{G(25)} + 52.5{G(30)} + 105{G(54)} 

+ 105{G(60)} + 78.75{G(76)} + 105{G(1, 3)} 

+ 78.75{G(1, 12)} + 52.5{G(2, 3)} 

+ 157.5{G(3, 6)} + 78.75{G(I, I, 3)}] + "', (7) 

where by {G(n)} we mean the lattice constant of the 
connected graphG(n) listed in Table Iandby{G(n,m)} 
the lattice constant of the disconnected graphs G(n) 
/lnd G(m). 

TABLE II. These numbers connect the directed graphs of the XY 
model and the corresponding shadow graphs. 

o 10 

(@)2 

N2 
0 8 

~~ 12 

4 

2 

8 

48 

12 

DL 72 

D~ 16 

4 

4 

.. The curved lines indicate that the arrows are in the opposite directions. 

b The parallel lines indicate that the arrows are in the same direction. 
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TABLE III. Occurrence factors of the XY inodel. 

Order iGraphs Occurrence factors 

2 
~ 

NNt 

3 6 N N Nt + N NtNt 

4 @ N Nt 

~: 2(N N Nt + N NtNt) 

0 N N N Nt + 4N N NtNt + N NtNtNt 

~ ~ 3(N Nt'N Nt) 

5 ~ 5(N N Nt + N NtNt) 

LJ 5(N N N Nt + 6N N NtNt + N NtNtNt) 

0 N N N N Nt +llN N N NtNt + liN N NtNtNt 

+ N NtNtNtNt 

6~ 100N N Nt + N NtNt). N Nt 

6 (@) NNt 

fA 6(N N Nt + N NtNt) 

~ 3(N N Nt + N NtNt) 

i:::1 N N Nt + N NtNt 

IV. FLUCTUATION 

For the Ising and Heisenberg models one usually 
computes the parallel susceptibility, from which 
the critical temperature is precisely estimated. In 
the XY model, as in the Ising model,ll one has the 
possibility of calculating the susceptibility b.oth in the 
parallel and perpendicular direction. It may be sus­
pect that in the perpendicular directions, where the 
spins are only weakly correlated, the susceptibility 
may not even be singular at the critical temperature. 
It will be, thus, more advantageous from the point 
of high-temperature expansions to study the suscep­
tibility in the parallel direction. 

The susceptibility in the parallel direction is 

Order Graphs Occurrence factors 

6 A 2(N N N Nt + 4N N NtNt + N NtNtNt) 

®~ 
30N Nt'N Nt 

N 3(N N N Nt + 12N N NtNt + N NtNtNt) 

[] 6(N N N Nt + 8N N NtNt + N NtNtNt) 

~ 6(N N N Nt + 5N N NtNt + N NtNtNt) 

~ 3(N N N Nt + 6N N NtNt + N NtNtNt) 

~~ 30(N N Nt + N Nt Nt) . N Nt 

[}1 6(N N N N Nt + 19N N N NtNt 

+ 19NNNtNtNt + N NtNtNtNt) 

[><] 3(NNNNt + 19NNNNtNt + 19NNNtNtNt 

+ INNtNtNtNt) 

~~ ~ 15(N Nt. N Nt. N Nt) 

0 NNNNNNt + 26NNNNNtNt + 66NNNNtNtNt 

+ 26NNNtNtNtNt + NNtNtNtNtNt 

QQ IO(NNNt + NNtNt). (NNNt + NNtNt) 

D~ 15(NNNNt + 4NNNtNt + NNtNtNt). NNt 

(8) 

where 

ZII = Tr exp -p(re - H t Sf). 
But since the interaction term and the Zeeman term 
po not commute, it is very difficult to evaluate the 
high-temperature e]lpansion of the above equation. 
There is, however, another physical quantity, the 
fluctuation in the long-range order, which overcomes 
this difficulty and thus can be more easily calculated. 
When both terms in the Hamiltonian commute, the 
fluctuation is identical.to the susceptibility.12 

The fluctuation Y may be defined as 
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N N 
Y = I (S~S;) ;:: ! + I (S~S~) 

1'=1 r;60 

= ! + ..!. I' (S;s:), 
4 N rt 

(9) 

where by the prime on the sum we exclude the diagonal 
terms r = t and 

(AB) == Z-l Tr AB exp (-{JJe). 

In terms of the raising and lowering operators, we 
can write 

Y = ![1 + ~ I' (S:St">]. (10) 
4 N rt 

(S: st> and (S; Sn are necessarily zero since Je 
does not contain such terms. 

N ow if we define 

3 = Tr exp K(P + 2 AR), (11) 
where 

R = I' S:St", 
rt 

then 

Y = ![1 + .!...!.. i In 31" oJ. 
4 N KaJ. = 

(12) 

Thus, In 3 can be expanded as in the partition function, 

1 0 2 a:> Kn 
- -ln31,,=0 = - I-Tr* pnR. (13) 
NK oJ. N n=ln! 

The above expression looks very similar to the 
expression (5) of the partition function. The relation­
ship between the two is as follows: Consider Tr pn+l 
of the partition function. If we relax the restriction 
on one of the sums contained in P's (where the sums 
are limited to the nearest-neighbor pairs), so that now 
one sum is over any pairs, then we obtain precisely 
Tr (pn R) of the fluctuation. Thus, to obtain graphs of 
nth order of the fluctuation,13 it is sufficient to con­
sider only the graphs of (n + I)th order of the 
partition function and to transform one edge of each 
graph to any arbitrary length. For an It-sided graph 
O.e., nth-order Z graph) there are 11 ways of trans­
forming it, and the occurrence factor associated with 
the Z graph is distributed equally among the n new 
graphs (some of the graphs may be the same). The 
trace factor is still unaffected since it depends only on 
the number of, not the length between, the yertices 
of a graph. The following examples will illustrate 
the above transformation. 

Example 1: Consider the graph I (A), which is the 
2nd-order partition function graph. To get the 
corresponding first-order fluctuation graph, we are to 

o - 0 
(A) 

(Sj 

61- /~+ 2 \!\l +2 L.O 
(C) 

FIG. 2. The process by which Y graphs are generated from 
Z graphs. 

make one line arbitrary in length. There are two 
ways this can be done. But in this case it is no~ 

possible to do so, since each is constrained by the 
other to be strictly of the nearest-neighbor distance. 
Thus we have for first-order fluctuation exactly the 
same partition function graph with the same occur­
rence factor [see Fig. 2(A)]. 

Example 2: Consider Fig. I (B), which is the third. 
,order partition function graph. The second-order 
fluctuation graph can be obtained from this by making 
one side of the triangle arbitrary in length. There are 
3 ways this can be done, but each of which produces 
the same chain of 2 lines as shown in Fig. 2(B). Since 
the chain of 2 lines is the only new graph formed,it 
will "inherit" the entire occurrence factor of the 
triangle of the partition function. 

Example 3: Consider Fig. 1 (F) which is 
5th-order Z graph. This generates 4th-order Y 
graphs as shown in Fig. 2(C). The coeflicients 1, 2, 2 
indicate the number of ways the new graphs can be 
made from the Z graph. Now if the occurrence factor 
of the Z graph is x, then the occurrence factors for 
the Y graphs are, in the order of appearance, ix, 
tX, and ix. 

Thus from these examples the following points will 
be self-evident: 

(i) Y graphs as well as their occurrence factors can 
be generated directly from Z graphs. 

(ii) There are many more graphs in the fluctuation 
than in the corresponding order of the partition func­
tion. (See Table IV.) Therefore ,it is reasonable to 
expect that the behavior of the fluctuation series is 
much more satisfactory than that of the specific-heat 
series. (Table V shows the comparison in the numbers 
of graphs.) 
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TABLE IV. Fluctuation graphs are obtained directly from the Z 
graphs by the elongation process explained in the text. 

Partition Function 

Order Z Graphs 

2 ~ 

3 ~ 

4' D 
S 0 

LJ 
D1 

~ 

6" 0 
~~ 

[X] 

D~ 

0 
~ 

0 
[] 

Fluctuation 

Order Y Graphs 

~ 
2 /\ 

3' N 

4 M 
31\~+2~~ 

A+2N+2t:J 

5" Iv'V 
6/\ 

2><] +4LY'\ 

4N~+2D~ 

2 1Vtl+ 2N,: 201 

kY +2t§J 

4.LJ'+2\§J 

V+2D/+30 
II 

a Graphs which are unchanged are omitted. 

(iii) Y graphs are more often open graphs and, 
Ilince open graphs have much larger values of the 
lattice constants, we may also expect that the fluctua­
tion series to settle down more quickly than the 
Ilpecific-heat series. 

For the general lattice, the fluctuation series up to 
6th order is 

TAB~E V. The number of graphs. The two numbers in a paren­
theSIS represent the numbers connected and disconnected graphs, 

respectively. 

Order Partition Function Fluctuation 

1 0(0,0) 1(1,0) 
2 1 (1,0) 1(1,0) 
3 1 (1,0) 4(3, 1) 
4 4(3, 1) 8(6,2) 
5 4(3, 1) 25(19,6) 
6 17(12,5) 64(49,15) 
7 24(17,7) 193(148,45) 
8 81(55,26) 587(464,123) 
9 159(114,45) 

2Y = l + K[O.S{G(l)}] + (K2j2!)[O.S{G(2)}1 

+ (K3j3!)[O.S{G(l)) + {G(2)} + O.7S{G(S)} 

+ l.S{G(l, I)}] + (K4j4!)[{G(2)} + 4.5{G(3)} 

+ 3{G(4)} + 2{G(5)} + 2{G(7)} + l.5{G(lO)} 

+ l.5{G(I, 2)} + 3{G(I, 3)}] 

+ (K5jS !)[O.5{G(1)} + 3{G(2)} + 6{G(3)} 

+ 4.S{G(4)} + 9{G(S)} + 30{G(6)} 

+ S.S{G(7)} + S{G(9)} + S{G(lO)} 

+ S.S{G(ll)} + 5{G(13)} + 5{G(1S)} 

+ S{G(16)} + 3.7S{G(22)} + 7.5{G(I, I)} 

+ 7.S{G(1, 2)} + 3.75{G(1, S)} + 7.S{G(1, 6)} 

+ 7.S{G(2, 3)} + 11.2S{G(l, I, I)}] 

+ (K6j6!)[2{G(2)} + 2S.S{G(3)} + 16.S{G(4)} 

+ 12.S{G(S)} + 22{G(6)} + 50.7S{G(7)} 

+ 27{G(8)} + 19.7S{G(9)} + 30.S{G(10)} 

+ 44{G(1I)} + 56.2S{G(l2)} + 8.25{G(13)} 

+ 24.l2S{G(l4)} + 18{G(15)} + 29.2S{G(16)} 

+ IS{G(20)} + 7.S{G(21)} + IS{G(22)} 

+ tS{G(24)} + t6.S{G(2S)} + 30{G(28)} 

+ lS{G(30)} + lS{G(33)} + lS{G(34)} 

+ lS{G(40)} + lS{G(41)} + 11.2S{G(S2)} 

+ 11.25{G(1, 2)} + 71.25{G(1, 3)} 

+ 22.5{G(I, 4)} + IS{G(l, 5)} + 30{G(1, 7)} 

+ 11.2S{G(1, to)} + 22.5{G(1, 12)} 
+ 7.5{G(2, 2)} + 30{G(2, 3)} + 22.5{G(2, 6)} 

+ 22.S{G(3, S)} + 11.2S{G(1, I, 2)} 

+45{G(1,1,3)}1+···. (14) 

V. THE SUSCEPTIBILITY IN THE 
PERPENDICULAR DIRECTION 

One can also obtain the susceptibility in the 
perpendicular direction from the partition function 
series. The susceptibility is defined in the usual way 
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a2 

Xl. = KBT oH2ln Zl.' 

where 

Zl. = Tr exp -p(Je - H ~ S;). 
Since the interaction term and the Zeeman term 
commute, we can write the susceptibility per spin as 

1 ~Kn T * pnQ2 KBTXl. = - k - r , 
N n=on! 

(15) 

where 
N 

Q = 2 S: S; = 2 Nr· (16) 
r=l 

We shall regard S; S; as a "bubble" (loosely in the 
sense of an electron in a Fermi sea) and graphically 
denote it as shown in Fig. SeA). Since Q does not 
connect any pair of points in the lattice, a bubble or 
a combination of bubbles is the only kind of graph 
that Q can generate. The effect of Q in Tr pnQ2 is 
thus to decorate each of the partition function graphs 
(Tr pn) with one or two bubbles on or off the site of a 
graph on the lattice. The presence of Q, however, 
considerably complicates the trace of a graph, which 
is now no longer simply related to the number of the 
vertices of a graph as is in the trace of the partition 
function graphs and the fluctuation graphs. 

We can write 

Q2 = 2 Nr + 2' NrNt • (17) 
rt 

Hence,to obtain Tr pnQ2, we must decorate each of 
the partition function graphs twice, first with one 
bubble and then with two bubbles. When bubbles are 
decorated on the site of a graph [see Figs. 3(A), 3(B»), 
then the trace is still simply 2-v• But when bubbles 
are decorated off the site of a graph [see Figs. 3(C), 
3(0)], there seems to be no simple relation for the 

I 
It) ..1) 

.0' 

(Al (8) 

.(t> (~ 

() 
L_,_ 

(C) (D) 

FIG. 3. A square is decorated by one and two bubbles on and off 
the site of the simple square lattice. 

trace. In Appendix B we ~hall consider a few simple 
examples. 

It will be clear from these examples in Appendix B 
that the trace of a decorated graph Tr P"Q2, apart 
from the lattice constant and the occurrence factor 
both of which arise from pn, depends solely on the 
number of N's and Nt's that a graph has. 14 Thus the 
effect of decoration is, in this sense, again independent 
of a graph and a lattice constant. That is, N N Nt Nt, 
for example, which refers to G(6) or G(ll), yields an 
identical coefficient (_2-4X{G(6)} and -2-4y{G(1l)} , 
where x and yare their respective occurrence factors). 
Hence one can conveniently tabulate the coefficients 
of traces of all possible combination of N's and Nt's 
which can make up the Z graphs and thereby avoid 
tedious effort of taking traces for each decorated 
graph. In Table VI we have tabulated the coefficients 
of the combinations of7N's and Nt's. 

TABLE VI. Trace of decorated graphs. 

Decorated Graphs Traces Decorated Graphs Traces 

2.1 NNt -~ 6.1 NNNNNNt ! 
3.1 NNNt -~ 

6.2 NNNNNt Nt -1 
3.2 NNtNt -! 6.3 NNNNt Nt Nt -i 

6.4 N NNt Nt Nt Nt -1 
4.1 NNNNt 0 6.5 N Nt Nt Nt Nt Nt ! 
4.2 NNNt Nt -1 7.1 NNNNNNNt ! 4.3 NNt Nt Nt 0 7.2 NNNNNNt Nt 1 
5.1 NNNNNt 1 7.3 N N N N Nt Nt Nt -! 
5.2 NNNNf Nt -1 7.4 N N N Nt Nt Nt Nt -f 
5.3 NNNt Nt Nt -1 7.5 N N Nt Nt Nt Nt Nt ! 5.4 NNt Nt Nt Nt 1 7.6 N Nt Nt Nt Nt Nt Nt .. 

a To be multiplied by 2-"", where n is the number of N's and N°:'-'! of a graph, which is the same as the number of the vertices 
ofa graph. 
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The susceptibility per spin in the perpendicular 
direction up to the seventh term for the general 
lattice is given as follows15 : 

4KB TXJ. 

= 1 - (XSj2!)[{G(1)}] - (XSj3!)[3{G(3)}] 

- (K'j4!)[{G(1)} + 2{G(2)} + 8{G(6)J 

+ 6{G(I,.1)}] - (K"j5!)[IS{G(3)} + i5{G(7)} 

+ 25{G(I2)} + 30{G(I, 3)}] - (K8j6!)[{G(1)} 

+ 6{G(2)} + I2{G(3)} + 3{G(4)} + I8{G(5)} 

+ 96{G(6)} + 48{G(1l)} + 5{G(13)} + 36{G(26)} 

+ 90{G(29)} + 30{G(1, I)} + 30{G(1, 2)} 

+ 7{G(1, 6)} + 18{G(3, 3)} + 67.5{G(I, 1, I)}] 

+ (K7j7!)[53{G(3)} + I75{G(7)} + 280{G(1I)} 

+,490{G(I2)} + 133{G(14)} + 112{G(15)} 

+ 140{G(16)} + IOO8{G(25)} + 448{G(30)} 

+ 399{G(54)} + 441{G(60)} + 367.5{G(76)} 

+ 420{G(1, 3)} + 37.5{G(1, 7)} + 420{G(1, I2)} 

+ 105{G(2, 3)} + 735{G(3, 6)} 

+ 472.5{G(I, J, 3)}] - . . . . (18) 
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APPENDIX A: OCCURRENCE FACTORS 

through the following examples we show how the 
occurrence factors are determined (the graphs are 
identified in Fig. 4). 

1. G(ij) 

Define A = S: S; and At = S: S;-, where sum on 
i and j are implied. From the commutation relations 
of Sf, we see that A A = At At = O. The matrix 
elements for this graph are A At A At = N Nt. Since 
this is the only possible representation, the occurrence 
factor is unity. In fact, for all the two-vertex polygons 
the occurrence factor is always 1. 

2. G(ijk) 

Define A = st S;-, At = S: S;-, B = S: S;, and 
Bt = S;-s; . From the commutation relations of Sf, 

A B = At Bt = At BAt = A Bt A = O. 

The matrix elements in terms of A and Bare 

A~A~B~+~A~B~A+A~B~A~ 

+ At B Bt A A'~ A + B Bt A At A At 

+ Bt A At A At B. 

G(ij) G(ijkj 

:l 
r 

FIG. 4. Graphs whose occurrence factors are illustrated in Ap· 
pendix A. 

Now, since A and B are inequivalent, one can produce 
6 more terms by exchanging the roles of A and B. 
Hence we obtain for the occurrence factor which is 
6(N N Nt + N Nt Nt). 

3. G(kqrt) 

Define A = st S~, B = S; S~, and C = S~ St- , 
with At Bt C t defined analogously as before. Again 

A B = B C = A C = At Bt = Bt C t = At Ct = O. 

The matrix elements can be generated by permuting 
At Bt C t in A At B Bt C C t with ABC fixed and by 
permuting At Bt ct in At A Bt B C t C with ABC 
fixed. The result of this permutation gives the occur­
rence factor which is 

4. The Occurrence Factors for Simple Polygons 

The occurrence factor for n-sided simple polygon 
(by a simple polygon we mean a graph with 2 lines at 
every vertex) can be obtained recursively from the 
occurrence factor for (n - I)-sided simple polygon. 
This recursion relation is quite simple and can be 
used to obtain the occurrence factors for all simple 
polygons. We shall illustrate this relation by showing 
the occurrence factor for G(6) obtained from G(3) 
whose occurrence factor is assumed known. Write 
(NiN;NZ + NiNJND' NmN!. If m or n happens to 
be the same as i, j, or k, then,. N being idempotent, 
we reduce the numbers of N1s by one from 5 to 4, 
which is just the required number of N's for G(6). 
Recalling that NiNJ = 0, we find that the result of 
this reduction in all possible ways is 

N N N Nt + 4N N Nt Nt + N Nt Nt Nt. 

This is the occurrence factor for G(6). 

APPENDIX B: THE TRACE OF A 
DECORATED GRAPH 

The trace of a graph decorated by one or two 
bubbles can be simply obtained. The following two 
examples will illustrate the simplicity. 

(1) The trace of a lattice which is decorated by 
one and two bubbles [see Figs.5(A) and 5(B)]: 
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m----- l_ 
: I 

-I --­
_J_. __ 

~-~n Kill H::~!-~:::~~~s~~, ~ -!Nq +}Nq = -iNq. 

tAl (H) ie) 

(D) 

FIG. 5. (A), (B) The simple square lattice is decorated by one and 
two bubbles. (C)-(F) A two-sided polygon is decorated by one and 
two bubbles on and off the site of the lattice. 

Tr* Q2 = Tf-* 2 NT + Tr* 2' NrNt = iN - tN. 
rt 

The second term results from 

2-N Tr I' NrNt = r 2N(N - 1). 
rt 

Hence, 

Tr* I' NrNt = -tN. 
rt 

(2) The trace of the 2-sided polygon decorated by 
one and two bubbles [see Fig. 5(C);, 5(D), 5(E), 5(F)]: 

Tr* p2Q2 = Tr* 2 N mN~{2 NT + I' NrNt }. 
(mn) r rt 

(i) One bubble: 

Tr*.2 NmN~INr = !Nq - iNq = O. 
(mn) r 

Tr* P2Q2 = -lNq. 
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Applied to 3-dimensional space, Regge calculus approximates a curved space by a collection of tetra­
hedrons or other simple solid blocks. Within each block the geometry is Euclidean. Curvature is idealized 
as concentrated at the edge common to two or more of these solids. We specialize to a static geometry 
endowed with spherical symmetry and to a radial electric field produced by the flux of electric lines of 
force trapped in a throat connecting two quasi-Euclidean regions of space. The one relevant Einstein field 
equation takes the form 

L 
all edges which 
meet at a given 

vertex 

(
length of edge) dihedral angles which meet 

(

deficit between (l) sum Of) 

of prism at that edge and (2) normal 
value of 27T 

= (factor proportional to) 
square of electric field . 

In method (1) the space is decomposed into shells separated from one another by icosahedral surfaces, 
all having a common center. Method (2) is even simpler: Space is decomposed into successive spherical 
shells of area 47TP; separated by a proper distance d. Regge calculus gives a recurrence relation relating 
the dimensions of the successive shells. The approximate geometries calculated by methods (I) and (2) 
are compared with the well-known exact Schwarzschild and Reissner-Nordstrom geometries. Errors 
range from roughly 10% down to less than 1 %, depending upon the method of analysis, the quantity 
under analysis, and the fineness of the subdivision. 

I. INTRODUCTION AND SUMMARY 

We apply Regge calculus! to a 3-dimensional prob­
lem of general relativity where the answer is already 
known (1) to assess the accuracy of this kind of 
skeleton analysis, (2) to display the features of the 
geometry, and (3) to pave the way for some later 
applications of Regge calculus to truly 4-dimensional 
problems, problems of geometrodynamics where the 
3-dimensional geometry changes with time. Such a 
3-dimensional problem can be readily found in a 
time-symmetric initial value problem2 possessing 
spherical symmetry. The features of the time-sym­
metric initial value geometries of Schwarz schild (mass, 
no charge) and of Reissner-Nordstf0m (mass and 
charge) are already well known.2.3 They possess a 
throat of minimum area connecting two regions of 
space which are asymptotically flat. Moreo~er, these 
geometries are symmetric with respect to reflection in 
the throat. This is to say, the 3-geometry (3)~ extended 
forward in the direction of the "upper Euclidean" 
region from the throat is identical to the (3)~ extended 
backward in the "lower Euclidean" region. By sym­
metry, we therefore know that the extrinsic curvature 
of the throat (2)~ vanishes. For this reason it is enough 
to specify the radius of the 2-sphere located at the 
throat in order to have a well-defined boundary 

70 

condition. With this boundary condition, Regge 
calculus allows one to integrate step by step from the 
throat so that the complete (3)~ can be traced· out. 
The procedure employed in this paper, where one 
starts from the throat of the wormhole and generates 
the entire 3-geometry, is analogous to that envisaged 
for future, more sophisticated, applications of Regge 
calculus where one thinks of starting from a time­
symmetric 3-geometry and finding by integration the 
entire 4-geometry. 

Two methods have been used in the present work 
to decompose into Euclidean blocks (with "rattle" 
at the edges of joining) a 3-geometry possessing 
spherical symmetry. In the first, the "icosahedral 
method," successive spherical cross sections through­
out the geometry are approximated by icosahedral 
surfaces, as an icosahedron is the regular polyhedron 
with the largest number of identical faces. Were we 
applying the Regge analysis to a problem of no 
special symmetry, we would be well advised to take 
the building blocks of the 3-dimensional space to be 
3-simplexes (tetrahedrons). However, the symmetry 
of the present problem suggests the use of prisms, 
such as shown in Fig. 27 of Ref. 4, rather than 
tetrahedrons, to fill in the space between two successive 
icosahedral surfaces. Twenty blocks are needed for 
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FIG. I. Decomposition of the 3-geometry by the continuum 
method. Each surface is divided into very large numbers of very 
small rhombuses, such as pqrs lying on the inner surface and p'q'r's' 
lying on the outer surface. Joining the corresponding points p to p', 
q to q', r to r', and s to s' gives the typical building block with which 
the 3-space of the shell can be constructed. To insure spherical 
symmetry of the outer surface after construction and to maintain 
the "rigidity" of the building block, we demand (1) that the base 
and summit rhombus of each block be parallel to each other, (2) 
that all the surfaces of the block be plane surfaces, and (3) that the 
lengths pp', qq', rr', and ss' be all equal to d. 

each "shell." It is sufficient to give the three edge 
lengths ai, yai' and ai+l in order to determine 
completely the geometry of such a block. The 
"continuum method" treats each spherical cross 
section throughout the geometry as a polyhedral 
surface with a very large number of very small 
rhombus faces. The shell between two spherical 
surfaces separated by a small proper distance d is 
broken up into blocks which have parallel rhombus 
bases as shown in Fig. I. 

Numerical calculation was carried out with an 
IBM 650 and later an IBM 7094 computer at Princeton. 
In the region where the space is quite fiat, the error of 
approximating a sphere by an icosahedron shows up 
(Table I) in the icosahedral method, but there is no 
such error in the "continuum method"; there is only 
an error (Table II) in that method because of the 
finite separation d between successive spherical 
surfaces. 

II. THE SCHW ARZSCHILD AND REISSNER­
NORDSTR0M GEOMETRY AT THE 

MOMENT OF TIME SYMMETRY 

Acceptable initial value data on an initial spacelike 
hypersurface (J, in our case of empty space, comprise 
the following: First, divergence-free electric and 

magnetic fields on the hypersurface, 

V·H=O, 

V·E = 0; 

(1) 

(2) 

second, a suitably regular initial geometry gik(X1, X2, x 3) 

on this hypersurface; and third, an imbedding of this 
hypersurface in the enveloping and yet-to-be con­
structed 4-geometry, for which the tensor Kik of 
"extrinsic curvature" 5 will satisfy the four Foures­
Bruhat initial value conditions. Three of these con­
ditions have to do with the Poynting flux and will be 
automatically fulfilled in our special problem (zero 
magnetic field and zero extrinsic curvature). The 
fourth reads 

(~]E~~:e) invariant 
of (J 

(

extrinSiC) (81T times) 
_ ~urva~ure = 2 ener?y . (3) 

Invanant denSIty 
of (J on (J 

Here and throughout the paper we use the geometrized 
quantities which are related to the conventional 
quantities ("conv") by 

mass: m = (Gje2)mconY' 

charge: q = (G!je2)qconv' 

electric field: e = (G!je2)econv' 

(4) 

(5) 

(6) 

(
energy) _ G 4 (energy) energy density: - ( Ie) 
density density can v • 

(7) 

Our problem is simple because the initial value 
problem is time symmetric.2 The extrinsic curvature 
vanishes on the 3-geometry of time symmetry. Equa­
tion (3) is simplified to 

(

817' times the energy) 
(3) R = 2 density on this . 

3-space 
(8) 

The most natural problem to solve within the 
framework of Eqs. (I), (2), (3), and (8)-as a test of 
Regge calculus-is one where the answer is known. 
The simplest examples of this kind possess spherical 
symmetry. They alone are considered here. The 
electric field is 

e = (flux constant) = 41Tq 
(proper surface area) A 

(9) 

The charge q is envisaged as a measure of the number 
of electric lines of force trapped in the topology of 
space ("wormhole interpretation of electric charge").3 
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From the electric field we find the density of electro­
magnetic energy. Thereupon we find that the initial 
value equation (8) takes the form 

(10) 

The metric of a 3-space of spherical symmetry can 
always be written 

ds2 = 1p4(dr2 + r2 d~2 + r2 sin2 0 drp2). (11) 

Consequently, the initial value condition is given by6 

(12) 

The solution is7 

1p = [(1 + m/2r)2 - (q/2r)2]t. (13) 

Here one of the constants of integration is chosen to 
be unity ("scale normalization"). The other is set 
equal to the mass. 

The proper area of a spherical surface with coordi­
nate radius r is 

(

proper area) 
of sp~ere of = 41/"r2[(1 + m/2r)2 - (q/2r)2]2. (14) 
coordmate r 

This expression has a minimum at r = Hm2 _ q2)! 
corresponding to the throat of the wormhole. The 
proper area at the throat is given by 

(
minimum surface) = 41/"[(m2 _ 2)! + m]2. (15) 

area at throat q 

The 3-geometry is completely symmetrical with 
respect to an interchange of the "upper" and "lower" 
Euclidean spaces, as appears most quickly on making 
the coordinate substitution 

r = (m2 - q2)f4r'. 

Three quantitative features of the geometry (3)§ 

are desired in order to provide points of comparison 
with the approximate geometry to be obtained from 
the Regge calculus: (1) the proper volume contained 
between (2)§ and a spherical (or icosahedral) surface 
of coordinate radius r, (2) the geodesic distance 
between the throat (2)§ and this surface, and (3) the 
rotation per unit area of a unit vector if transported 
parallel on this surface along a loop perpendicular 
to the radial direction. These relations are most 
conveniently expressed in parametric form in terms 
of the dimensionless quantity 

u = 2r/(1 - cx. 2)'m, (16) 

In terms of this parameter we have 

(radial coordinate r) = HI - cx.2)imu , 

(
proper area Of) = 4 [1 (1 _ 2)1]2 2 

throat (2)§ 1/" + 0( m , 

(

proper area of ) 
sperical s~rface with 

coordmate u 

= 1/"(1 - cx.2)[u + u-1 + 2(1 - cx.2)-i]2m2, 

(

proper volume between) 
(2)§ and the spherical 

surface with coordinate u 

(18) 

(19) 

(20) 

= 1/"(1 - oc2)iHu3 - u-3 + 9(1 - oc2)-I(u2 _ u-2) 

+ 9[1 + 4(1 - OC2)-1](U - u-1) 

+ 3(20 - 120(2)(1 - 0(2)-i In u}m3 , (21) 

(

'proper distance measured) 
outward from (2)§ to a 
spherical surface with 

coordinate u 

= (1 - oc2)t![u - u-1 + 2(1 - oc2)-lln u]m. (22) 

Turning from distances to curvature, we consider a 
vector e pointing in the direction of increasing 0 and 
a vector cp pointing in the direction of increasing rp. 
We use them to define an elementary loop perpen­
dicular to the direction of increasing r. We take a 
unit vector that lies in the plane of this loop and carry 
it around the loop by parallel transport. The amount 
of rotation that this vector undergoes, divided by the 
size of the loop, defines a "rotation factor," with the 
value 

(

rotation of unit vector) 
023 == per unit of area in 

plane of 0, rp loop 

R\k!q/Okq}Oi 22 33 

llm" llP '1 = g g R 2323 • 
gmnv rp gpqV rp 

= (23) 

In deriving the last equation we have assumed that the 
2 and 3 axes are aligned along the directions of in­
creasing 0 and rp. From (23) we find 
023 = 16(1 - cx.2)-i[u + u-1 + 2(1 _ cx.2)-t]-a 

x· [1 - 0(2(1 - 0(2)-1 

X (u + u-1 + 2(1 - cx.2)-!)]m-2 • (24) 

Each of the above is written in such a way as to express 
the symmetry or antisymmetry with respect to the 
exchange of 

where we have introduced 

0( = Iql/m (~1). 
which is the operation for the exchange of "upper" 

(17) and "lower" Euclidean spaces. 
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In Regge calculus the initial value equation of 
general relativity for a time-symmetric 3-geometry 
translates4 to 

~ IbEb = 321T2q2 
bones tha.t meet V A2 

(25) 

a.t the vertex V K 
enclosed by the 

volume V 

This set of equations, plus an initial 2-surface of 
reflectional symmetry (between "upper" and "lower" 
Euclidean space) and spherical symmetry, is enough 
to allow one to calculate the whole 3-geometry. 

A. Icosahedral Method 

Travel outward in the Reissner-Nordstmm geom­
etry, starting at the throat. Then one encounters 
successive spherical surfaces, with successively in­
creasing radii. These surfaces can be approximated as 
closely as one desires by polyhedral surfaces of suffi­
ciently many faces. Let one limit attention to regular 
polyhedrons. Among regular polyhedrons none has 
more faces than the icosahedron, with its 20 triangles, 
12 vertices, and 30 edges. Accordingly, we divide all 
space up into "shells" located between successive 
icosahedral surfaces. We further chop up each 
individual shell into 20 triangular prisms. The base of 
each prism sits on the inner icosahedral boundary of 
the shell, and the summit touches the outer icosa­
hedral boundary. 

Inside of each prism the geometry is Euclidean. 
Any curvature comes from the "angle of rattle" 
between these prismoidal blocks. Each triangular 
block can be uniquely specified by three lengths: an 
edge of the lower triangle, (AiBi) = ai; an edge of 

Dj 

E; 

the upper triangle, (Ai+lBi+l) = ai+l; and an edge 
connecting the two, (AiAi+l) = hi (Fig. 2). 

If the building blocks are fitted together according 
to Euclidean geometry, these three lengths are not all 
independent. Any two of them, ai and bi for example, 
directly fix the third: 

ai+1 = ai + [3 - 4 cos2 (trr)]bi/sin (trr) 

= ai + 1.050b i (Euclidean case). (26) 

In our case the blocks, though still individually 
Euclidean, do not fit together into any over-all 
Euclidean space, and (26) does not apply. In actuality, 
we do not even want to leave the slant height b i of the 
prism as a free parameter. We want to have a purely 
automatic way of going from the characteristic 
dimension ai of one icosahedral surface to the 
characteristic dimension ai+l of the next icosahedral 
surface. Consequently, we fix bi instead of leaving 
it as a freely disposable parameter. We give it the 
value 

bi = yai' (27) 

To the "proportion factor" y we assign a small value 
when we want to decompose space into thin prisms 
and a big value when we are content with a .smaller 
number of thicker slices. Thus, with y = 0.1 (the 
value adopted in the present calculations) and a 
characteristic dimension for the tenth icosahedron of 
alO , we have for the characteristic dimensions of any 
other icosahedron 

ai = (1 + 0.1050)l-10a1O • 

In other words, an expansion factor of 1.1050 carries 
the family of icosahedrons into itself. No such simple 

8j+1 

(A) ( B) (C) 

FIG. 2. Decomposition of the 3-geometry by the icosahedral method (see also Ref. 4). (A) The icosahedral surface A,B,C,D,E,F, ... 
is used to approximate a spherical surface of the same area. (B) The 3-dimensional space is broken up into shells separated by icosahedral 
surfaces. (C) Between the surfaces A,B,C,D,E,F, ... and A'+lBi+lC'+1D'+lE'+1F' .. the space is fitted with 20 triangular blocks of the 
kind A,B,C,A'+lB'+lCi+l' We choose the planes A,B,C, and A'+1Bi+l C'+1 to be parallel and to have equal connecting edges 
A,A;+1' B,B i+1 , and C,Ci+l' Thus, the three lengths a" hi' and ai+l uniquely specify the geometry between the two surfaces. 
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relations obtain when we turn from flat space to the 
approximation of curved space by Euclidean blocks. 
The family of icosahedrons, instead of running from 
indefinitely small dimensions to indefinitely large ones, 
with a factor (I + 1.050y) from one to the next, have 
now a smallest member, "the icosahedron of the 
throat," i = O. Not only are icosahedra of positive i 
values larger than this special one, so also are icosa­
hedra of negative i values (reflection symmetry 
i ---+ - 0. 

To fix the dimensions of the smallest icosahedron, 
we identify its area with the area of the throat as 
given by the exact analysis; thus, we write 

(
area of smallest) 

icosahedron = 5(y'3)a~ 
= 41T[1 + (1 - ri)1]2m2 

= (area of minimal) . (28) 
2-sphere 

We find ao = 2.4092m for the Schwarzschild case 
(ex = q/m = 0) and ao = 1.9273m for the case rx = 
q/m = 0.8 (a little less than the upper limit ex = I at 
which the Reissner-Nordstr0m geometry ceases to be 
regular). Whatever the actual value of ao, it is con­
venient in the following to measure all quantities in 
terms of ao .as a unit of length ("icosahedral units"). 
Thus the geometrized charge q, which has the dimen­
sions of a length, is expressed in terms of ao as follows: 

q = rxm = rx(m/ao)ao = (rx/K)ao. (29) 

Here the conversion factor has the value 

{
2.4092 for rx = 0 

K = ao/m = 
1.9273 for rx = 0.8. 

(30) 

The departure of the dimensions of successive 
icosahedrons from a simple monotonic geometrical 
sequence arises from the curvature of space. This 
curvature cannot be seen or evaluated simply by an 
inspection of the dimensions of the prisms in a single 
icosahedral shell. It requires for its determination the 
dimensions of the blocks in two immediately succeeding 
icosahedrons. More specifically, focus attention on 
the vertex Ai in Fig. 2(C). We can get the curvature at 
this point only if we know all the dimensions of all 
the blocks that meet at this point: five prisms in the 
inner shell and five prisms in the outer one. Con­
versely, knowing the curvature (from the density of 
electric field energy) and knowing the dimensions 

ai_l } 
b. = a._ ?f the ~ypical prism 

,-1 y, 1 m the mner shell 
ai 

and 
ai } of the typical prism 
bi = yai in the outer shell, 

we can determine the remaining dimension ai+1' We 
are then ready to proceed to the next shell. 

Knowing the characteristic dimension ai+! of the 
(i + I )th icosahedron, we can find its surface area A. 
Thence we find the electric field 41Tq I A, the density of 
electric energy at this new location, and the curvature 
there. This information puts us in a position to find 
ai+2' So the calculation proceeds, step by step, in 
recursive style, as far out as one cares to go. 

Denote by V(a;, b;, ai+l) the volume of a triangular 
prism with edge lengths a i and ai+! on the triangles 
and slant height bi • From (25) we find the formula to 
determine the characteristic dimension of the "new" 
icosahedron from the dimensions of the two preceding 
"old" icosahedrons: 

5aiE(ai) + bAbi) + bi_1ECbi-!) 

= 321T2Cex/K)2[~-V(ai' ibi , iai + iai+1) 

+ tVCiai + iai- 1 , ibi - 1 , ai)]/[5(J3)a;]2, (31) 

where the formula for the angles is given in the 
Appendix. 

This recursive procedure for going from a;-1 and 
ai to ai+l requires a slight amendment to make it 
apply to the very start of the calculation. In the 
beginning one knows ao, but not a_I, and one wants 
to calculate aI' One has simply to identify a_I with a1 

and b_1 with b1 ("symmetry with respect to reflection 
at the throat"). Then in this special situation, as in 
the general case, (31) supplied a single equation to 
determine a single unknown. The calculations were 
made by the well-known method of repeated trial and 
error (Newton's method; rapid convergence), The 
results of the calculation appear in Table I. 

B. Continuum Method 

In the continuum method, a 3-geometry possessing 
spherical symmetry is divided into spherical shells 
separated by spherical surfaces. A surface is conven­
iently identified by its proper area. Consequently, it 
is appropriate to introduce a "characteristic dimen­
sion" (Schwarzschild radial coordinate) p for each 
surface such that the proper area of that spherical 
surface is given by 47Tp2. Each spherical surface 
throughout the geometry is further subdivided into 
surface area elements as follows: 

(I) Divide the polar angle 1T into equal intervals 
6.0 so that bands with widths p6.0 are obtained. 

(2) In each band, divide the total azimuthal angle 
of 21T into equal intervals 6.rp (Figs. 1 and 3). 
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FIG. 3. In the continuum method. the 3-dimensional space 
between one spherical surface and the next is broken up into building 
blocks such as pqrsp'q'r's'. Shown here are surface area elements 
in three successive spherical surfaces whose areas starting from the 
bottom are determined by the quantities p. p. and P'. respectively. 
They are separated by proper distance d. Two building blocks 
extend the 3-geometry outward from pqrsuv to p'q'r's'lI'v' and two 
inward to pqrsuv. The lengths of all the edges are as indicated. The 
3-geometry in these sLlccessive spherical surfaces is uniquely specified 
by p. p. p'. and d. 

The shell contained between one spherical surface 
and the next is broken up in this way into building 
blocks. The spherical symmetry so "rigidifies" these 
blocks that they need not be taken to be tetrahedrons. 

The typical building block is shown in Fig. 3. We 
build it as follows: 

(1) Take a typical surface element pqrs and join it 
to the next corresponding element p'q'r's' with the 
connecting edges pp', qq', rr', and ss' all equal to one 
another. The common length d of these edges would 
be equal to 6.p if we were dealing with Euclidean 
geometry-but we are not! 

(2) Demand that all the faces of the block be plane 
surfaces. 

(3) Demand further that the planes pqrs and 
p'q'r's' be parallel to each other. 

In order to specify the 3-geometry between one 
spherical surface and the next, three quantities are 
needed: the "characteristic dimensions" p and pi of 
the two surfaces and the "thickness" d between them. 
But these quantities in and by themselves do not 
determine curvature. Focus attention on the vertex q 
in Fig. 3. We can get the curvature at this point only 
if we know all the dimensions of all the blocks that 
meet at this point: four blocks in the inner shell and 
four in the outer one. For simplicity, we give the 
thickness of the inner and outer shells equal proper 
values, d. In that case, the dimensions of all the blocks 
meeting at the vertex q can be specified by the proper 
distance d and the characteristic dimensions p, p, and 
pi of three successive spheres. Six bones meet at this 
vertex, qv, qs, qq', qij, qp, and one more bone having 
the same characteristics as qp. We need to specify the 
quantities lv, E IJ , V, and A for this vertex. The length 
II! and the deficit angle EI! of the bones are, respectively, 
p6.() and E(qV) for the bone qv, p6.() and E(qS) for the 
bone qs, d and E(qq') for the bone qq', d and E(qij) for 
the bone qij', and p sin ()6.ip and E(pq) for the bone pq. 
The fundamental equation of relativity becomes 

d[E(qq') + E(qq)] + p6.()[E(qS) + E(qV)] + 2p sin ()6.ipE(qp) = 2q2 
(32) 

Write the deficit angles explicitly in terms of the 
lengths. Then take the limit when 6.() and 6.ip approach 
zero. After some simplifications, we finaHy obtain 
the following equation: 

(pi _ p)2 + 4p(p' _ p) + (p _ p)2 
- 4p(p - p) - 2d2(l - q2J p2) = O. (33) 

From this quadratic equation in p', we can get pi as a 
function of p and p. In writing the answer, we replace 
pi by Pi+! , P by Pi' and p by Pi-! to obtain 

Pi+! = - Pi + [4p~ - 4pi(Pi-1 - Pi) 
+ 2d2(1 - lJ p~) - (Pi - Pi_I)2]t, (34) 

where the other solution of the equation is discarded 
because it gives a negative pi (or Pi+l) value. 

At the start of the calculation, we identify P-I with 
PI by "symmetry with respect to reflection at the 
throat." Then in this special case, as in the general 
situation, (34) supplies a single equation to determine 
a single unknown, the characteristic dimension of the 
first sphere. We fix the dimensions of the smallest 
sphere by identifying its area with the area of the 
throat as given by the exact analysis. Thus, we write 

(35) 
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TABLE 1. Schwarzschild and Reissner-Nordstn'!m geometry in Regge calculus, icosahedral 
method. ai, edge length of triangular prism; bi , its height is taken to be b, = ya, with y = 0.1; 
.(b,), deficit angle associated with bi ; (ai+1 - a,)/bi , a measure of the increment of surface area 

relative to the increase in radial separation. 

q=O q = 0.8m 

Number of .(bi) ai+l - Gi .(b,) Qi+l - ai 
the surface ai (rad) bi ai (rad) bi 

0 1.000 1.046 0.0036 1.0000 1.047 0.0027 
1 1.0036 1.039 Om08 1.0027 1.042 0.0082 
2 1.0145 1.024 0.0179 1.0109 1.034 0.0134 
3 1.0326 1.003 0.0247 1.0245 1.021 0.0188 
5 1.0911 0.943 0.0374 1.0689 0.985 0.0291 

10 1.3820 0.735 1.2926 0.838 

40 18.9143 0.0527 1.0310 15.3019 0.0790 1.0140 
41 20.8644 0.0477 1.0330 16.8634 0.0718 1.0234 
48 41.6396 0.0239 1.0423 33.4996 0.0363 1.0375 

Euclidean ai 0 1.050 ai 0 1.050 

and find Po = 2m for the Schwarzschild case (x = 
q/m = 0) and Po = 1.6m for the case x = 0.8 
(Reissner-Nordstr0m geometry). 

Far away from the throat we approach Euclidean 
geometry. In flat Euclidean space the edges ai, bi , 
and ai+1 (regardless whether i has the value 48 or any 
other value!) satisfy 

III. RESULTS 

The 3-geometry generated by the icosahedral method 
is listed at selected points in Table 1. We have used a 
value of y = b;/ai = 0.1. The quantity E(bi ) in Table 
I is the deficit angle of the bone bi in radians; it 
measures the deviation of the geometry from 
flatness. 

Many features of the geometry can be observed. 
Near the throat the base and summit of the triangular 
block have edges only slightly different from each 
other. Hinging on the bone b are five dihedral angles 
each of which is a little larger than t7T. Therefore the 
deficit angle of bi is close to l7T near the throat. The 
space near the throat is indeed far from being flat! 

(ai+1 - ai)/b i = 1.050. 

It is seen from Table I that the quantity (ai+1 - a,.)/bi 
at the end of the 48th construction is very close to this 
Euclidean value. Consequently, space far away from 
the throat is asymptoticalIy flat. This is further 
indicated by the smallness of the deficit angle E(bi ) 

in this region. 
The expression (34) obtained for the continuum 

method can be considered already as the solution for 
the 3-geometry under consideration since it is an 
explicit expression relating the surface areas and their 
separations. However, in order to exhibit the features 
of the geometry and to compare the results with the 

TABLE II. Schwarzschild and Reissner-Nordstr0m 3-geometries in the continuum method 
according to Regge calculus. 417 p~ is the area of the ith spherical surface. Sum of all the separa­
tions d starting from the throat gives the geodesic distance measured from the throat up to that 
surface. (J23 measures how much the space deviates from flat space. Units: Pi and d in units of m; 

(J23 in rad/m'. 

q=O q = 0.08m 

Sum of d Sum of d 
Number of starting starting 
the surface Pi from throat (J2. p, from throat (J •• 

0 2.0000 0.0 1.6000 0.0 
100 2.0013 0.1 0.2495 1.6012 0.1 0.3898 
200 2.0050 0.2 0.2481 1.6047 0.2 0.3875 
900 2.0998 0.9 0.2160 1.6939 0.9 0.3339 

1000 2.1228 1.0 0.2091 1.7156 1.0 0.3223 

29500 26.5857 29.5 0.000106 26.0822 29.5 0.000111 
30000 27.0667 30.0 0.000102 26.5631 30.0 0.000105 
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TABLE III. Absolute values of errors in the icosahedral method and the continuum method. 

At worst Location 
Discrepancy, Regge calculus At throat At infinity place, in u of this 

vs Ricci calculus in per cent in per cent per cent worst place 

Volume from throat to jicosahedron method 
a given surface (continuum method 

Geodesic distance J icosahedron method 
from throat to (continuum method 
given surface 

jicosahedron method 
Rotation factor 8,. (continuum method 

exact solution, one proceeds to generate the 3-
geometry step by step with a computer. 

In our calculation, the separation between succes­
sive shells is set equal to d = O.OOlm. We use double 
precision in the machine calculations. The results of 
the calculations are listed for selected points in 
Table II. The important features of the geometry can 
be readily observed. 

To compare the triangulation quantitatively with 
the corresponding exact curved geometry, we identify 
each spherically symmetric surface with a coordinate u 
by equating their surface areas. The accuracies for 
both the Schwarzschild and Reissner-Nordstf0m 
geometries are very close so that it is not necessary 
to distinguish the two cases. The discrepancies in our 
approximate geometry versus the exact solution is 
listed in Table III for both the icosahedral method 
and the continuum method. Except for the measure­
ment of geodesic distance from the throat, the con­
tinuum method gives very small fractional error in all 
the quantities. However, the error for the icosahedral 
method is particularly large for the asymptotically 
fiat region. This arises because there is a significant 
degree of mismatch when an icosahedron is used to 
represent a sphere. 

In conclusion, the Regge skeleton calculus offers a 
workable way to determine-or specify-an initial 
3-geometry. There is every reason to believe that it 
will prove equally useful as a way to trace out the 
dynamical evolution of geometry with time in 
accordance with Einstein's equations. Thus one 
can treat situations which in practical terms are 
beyond the reach of analytical methods. For example, 
when a strong gravitational pulse of nearly spherical 
form implodes, the geometry will become very strongly 
curved. In consequence, the outgoing pulse may 
differ drastically in pulse shape from the ingoing 
pulse; or a gravitational geon, stable against the loss of 
individual gravitons, may undergo collective gravita­
tional collapse; or a model universe itself may undergo 
gravitational collapse.4 The Regge calculus puts these 

1 8.63 8.63 00 

0.1 0.005 0.02 10 

< 0.Q1 2.90 2.90 00 

1.00 0.003 1.00 

0.1 9.0 9.0 00 

0.001 0.01 0.05 5 

and scores of other problems within the reach of 
analysis. Any desired level of accuracy can be obtained 
by sufficiently fine subdivision of the space-time region 
under consideration. Finally, the analysis offers-by 
way of its numbered building blocks-a practical way 
of displaying the results of such calculations. There­
fore, the skeleton calculus, with its universal worka­
bility, makes one recognize more than ever the truly 
dynamic character of geometry and the wealth of 
problems opened up to examination by Einstein's 
theory. 
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APPENDIX: FORMULAS FOR THE COSINE 
FUNCTION BETWEEN HYPERPLANES 

Formulas for the sine function of angles between 
hyperplanes have been given in detail by Wheeler.4 

The evaluation of another trigonometric function 
enables one to determine uniquely the quadrants in 
which the angles lie. The cosine of the dihedral angle 
between the planes pqr and pqs is given byB 

cos (pqr,pqs) = -D(pqr, pqs)/[D(pqr)D(pqs)]!, 

(AI) 
where 

0 1 

0 qp2 rp2 
D(pqr, pqs) = 

pq2 0 rq2 
(A2) 

pS2 qs2 rs2 
and 

D(pqr) == D(pqr,pqr). (A3) 

Here pq2 = qp2 is the square of the distance between 
points p and q. 
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The cosine of the hyperangle between the hyper­
planes pqrs and pqrt is given by 

cos (pqrs, pqrt) = A(pqrs, pqrt)/[A(pqrs)A(pqrt)]t, 
(A4) 

where 

A(pqrs,pqrt) = D(pqr)D(pqs,pqt) 

- D(pqr, pqt)D(pqr,pqs) 
and 

A(pqrs) = A(pqrs, pqrs). 

The cosine of the hyperangle between the hyper­
planes pqrst and pqrsu In a S-dimensional Euclidean 
space is 

cos (pqrst, pqrsu) = A(pqrst, pqrsu)/ 

[A (pqrst)A (pqrsu)]t, (AS) 

where 

A(pqrst,pqrsu) = A(pqrs)A(pqrt, (pqru) 
- A(pqrs,pqru)A(pqrs,pqrt) 

and 
A(pqrst) = A(pqrst,pqrst). 
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The concept of asymptotic power series is extended to multiple series of the form 

co co 
~ ~ am.nx-ne-).""'. 

m=O n=O 

This theory is then applied to elastic scattering from the Yukawa potential. An asymptotic series for 
the solution at large distances is obtained which is valid for arbitrary wavenumber and angular 
momentum. 

1. INTRODUCTION 

Several areas of mathematical physics give rise 
to differential equations whose coefficients are 
expandable in a double series in terms of x-ne-m

).", 

(n, m = 0, 1,2, ... ; A is a complex constant with 
positive real part). An example for A = I occurs in the 
study of acoustic gravity waves. l Other examples 
[Ref. 2, pp. 1067 and 1082; Ref. 3, Appendix Band 
Eq. (23)] occur in the study of elastic scattering. In 
particular, the elastic scattering of particles from a 
Yukawa potential is governed by the radial Schro­
dinger equation 

d
2
u2q + {k2 + [q(q + 1)/r2] - t-te-Ar/Ar}Uq = O. (1.1) 

dr 

If an asymptotic power series solution of (1.1) as 
r -+ 00 were obtained according to the usual theory 
of Poincare, it would be observed that the Yukawa 
potential e-).rp.r,....., O{r-n} and concluded that the 
asymptotic behavior of (1.1) is the same as the asymp­
totic behavior of 

d
2
uq {2 2 

-2 + k + [q(q + 1)/r nUq = O. 
dr 

(1.2) 

The general solution of (l.2) can be given as a linear 
combination of spherical Bessel functions of the first 
and second kind. 

In Sec. 2, multiple asymptotic power series are 
defined and the basic properties of asymptotics are 
established. In Sec. 3, this theory is applied to (1.1), 
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and it is shown that the terms neglected by the usual 
Poincare theory have a large effect at finite points, 
especially for small ).. 

2. DEFINITION AND PROPERTIES 

Let S be a sector of infinity of the complex plane 
centered on the real line with central angle 20( E (0, !7T). 
Also suppose that (xo, 00) c S for some positive 
number Xo. The function f(x) defined on S is asymp­
totic to the series 

00 I anx-ne-J.mx 
1l~0 

in the Poincare sense as x --+ 00 in S if 
N 

f(x) = I anx-ne-J.mx + o(x-Ne-)·mx) 
71=0 

as x --+ 00 in S for each fixed N. We denote this by 

f(x) ,...."" ! anx-ne-J.mx (x-ne-J.mx: n = 0, 1, .. '). 
n~O 

It is convenient to define the class of functions 
Am().) = [f(x) I f(x) has an asymptotic expansion 
in S as !xl --+ Cl) with respect to (x-"e-J.mx: 11 = 
0, 1,2, .. ')]. 

Define P to be the set of p-tuples over the non­
negative integers and impose on P the reverse lexi­
cographic order ~, i.e., if N = (n1 , ••• ,np) and 
M = (m1 , ••• , mp) and q is the largest integer such 
that mj "" nj, then M < N whenever mq < nq and 
M = N if q does not exist. 

Definition 2.1: The sequence of functions [4>x(x): 
N E P] defined on an unbounded region R of the 
complex plane is called an asymptotic sequence (or 
multiple asymptotic sequence) if 4>N = O(4)M) as 
Ixl --+ 00 in R whenever M < N uniformly in N E P. 

In this article we restrict our attention to "power" 
sequences of the form (x-nrJ.mx: n, m = 0, 1,2,"') 
in the region R == S. Extension of the following work 
to more general regions R and to asymptotic sequences 
of analytic function {4>N} in S, having the property that 
l4>xl > OforallxER, Ixl > xoforsomexo,isstraight­
forward. 

Suppose that the not necessarily convergent, formal 
double sum 

00 00 

I I amnx-ne-J.mx 
m=O n~O 

(2.1) 

is given where {am •n } is a sequence of constants. 
Define 

00 

fm(x) == I amnX-n(1 - exp (-imnx2»e-J.mx (2.2) 
n=O 

where !'nn is a nonnegative constant 

!'nn == CD min {I, 1/la","n! m!I}: am" "" 0, 

== 0: am" = 0. (2.3) 

It can be shown by using Ritt's method4 that the 
series eJ.",'i",(x) converges uniformly and absolutely 
in S (the proof of this statement is contained in 
the demonstration of Theorem 2.4 below). It has 
been shown by Ritt that 

00 

fm(x)"""", I amnx-"e-AmX (x-ne-.<m,,: n = 0, 1,2, .. '). 
n~O 

Definition 2.2: A function F(x) defined in S is said 
to be asymptotic to (2.1) as Ixl --+ 00 in S, and 
is denoted 

if: 

00 00 

F(x) ,...."" I I amnx-ne-Amx (2.4) 
m=O n=O 

(a) :F m == ~(X):f(X)"""'" ioam"x-ne-Am" (x-ne- Am,,)] 

for each fixed m = 0, 1, 2, ... ; 

(b) :F! == [f(x) E:F m:f(x) - fm(x)"""", o(x-ne-).I''') 

for each fixed f-l = m, m + 1, ... ]; 

m 

(d) F(x) - I f! E:F m+l for any f! E.'F!. 
#=0 

The asymptotic symbols of (a) and (b) are taken in 
the Poincare sense. The dependence on the order of 
summation of (2.4) is consistent with the dependence 
on the order of summation in the usual theory. 

The following theorems and remarks show that 
Definition 2.2 is consistent with the properties 
normally expected of asymptotic series. 

Theorem 2.1: If (2.1) is a convergent sum and 

then 

00 00 

F(x) = ~ I amnx-ne-Am", 
m~O n~O 

00 00 

F(x) ,...."" I I amnx-ne-).m". 
m~O n~O 

Proof: Set 

and observe that ft E.'F~. Clearly, FE.'Fo and 

m 00 00 

F(x)-If!(x)= I .~:amnx-ne-).#"E.'Fm+l' 
1'~1 l'~m+1 ,,~O 
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The standard addition and uniqueness theorems 
are straightforward. The multiplication theorem is 
proven below: 

Theorem 2.2: Let 

and 

then 

where 

OC! (fJ 

F(x) ro..J Z I amnx-ne-).m(1) 
m=O n=O 

00 OC! 

G(x) ro..J I I bmnx-ne-;'mx, 
m=O n=O 

OC! 00 

H(x) == F(x)G(x) ro..J I I Cmnx-ne-Amx, 
m=O n=O 

m n 

Cmn == Z Z a m-/l.n-vb/lv' 
/l=0 v=o 

Proof: By the usual theory H(x) E Jeo. Since the 
series for !O(x) , go (x) , and ho(x) are uniformly conver­
gent, 

= n~o ctao.n-vbo.v{l - exp (-fo.n_vx2) 

- exp(-go.vx2) + exp [-(fo.n-v + go.v)x2n)x-n 

= ho(x) + o[exp (-tx2
)]. 

Hence !o(x)go(x) E Jet . 
Since F(x) - !o(x) and G(x) - go(x) E Al and 

since !o(x) and G(x) E Ao, [F(x) - !o (x)] G (x) and 
!o(x)[G(x) - go(x)] E Al (cf. Ref. 5, p. 18). Conse­
quently, 

[F(x) - !o(x)]G(x) + !o (x)[G (x) - go(x)] 

= H(x) - !o(x)go(x) E AI' (2.5) 

By substituting into (2.5) the appropriate asymptotic 
expansions and performing the necessary calculations, 
it is seen that H(x) - !o(x)go(x) E JeI · 

Similarly it is observed that !/l(x)g m-/l(x) E A m and 
L~~o !/l(x)gm-/l(x) E Je~. Condition (d) has been 
demonstrated for m = O. Assume that this' condition 
is satisfied for m = 1,2,3, ... , M - l. Furthermore, 
we note that 

(2.6a) 

and 

(2.6b) 

Consequently, 

(F -,~/m)G -/l~//l(G -:~:gm) 
M M-/l 

= H(x) - 2: I f/lgm 
11=0 m=O 
At m 

= H(x) - 2: 2:f/lgm-11 EA~lI+!' (2.7) 
m=O /l=0 

By substituting the appropriate asymptotic series into 
(2.7) [e.g., 

and 

00 ]}[ ] " a, x-ne-)'(]}[+I)X for F -, {' 
£., M+I, n £., J m 

n=O m=O 

and performing the necessary calculations, which are 
valid because these operations are being done for 
"usual" asymptotic series, it is seen that 

"l[ m 

H(x) - Z Z f/lgm-/l E JeM+l' 
m=O 1.=0 

By induction the theorem is concluded. 

Theorem 2.3: Let lex) be differentiable in Sand 
suppose that 

00 00 

f(x) '"""" I Z amnx-ne-Amx as Ixl--+ 'X) in S; 
m=O n=O 

then 

hex) == f'(x) 
OC! OC! 

'"""" I I [-Amamn - (n - l)am,n_l]X-ne-Amx 
m=O n=O 

as Ixl--+ OCJ in S,where am,_1 == O. 

Proof: Ritt demonstrated that the series for 
[eAmX!m(x))' is uniformly convergent whenever the 
series for exp (Amx)fm(X) converges uniformly. Hence 

f'm(x) ro..J I [-Ama mn - (n - l)am.n_l]x-ne-Amx 
n=O 

and/;"(x) E Je!,. For each fixed m, 

m 

f(x) - I fix) '"""" 1m+! E Am+! , (2.8) 
/l=0 

so that 
m 

f'(x) - Z f~(x) ro..J f'm+! E A m+!· (2.9) 
/l=0 

Since /;"+l E Jem +!, we are done. In this proof we use 
the fact that S is not a ray (i.e., 0( ~ 0). This is neces­
sary for (2.9) to follow from (2.8) (Ref. 6, p. 38). 
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Having demonstrated the primary algebraic and 
analytic properties, it remains for us to demonstrate 
existence. 

Theorem 2.4: Given an arbitrary sequence of 
numbers (amn : m, n = 0, 1,2,3, ... ), there is an 
analytic functionf(x) in S so that 

00 00 

f(x) "-' I I amnx-ne-J.mx as ixl- CIJ in S. (2.10) 
m~O n~O 

Proof (Rift's Method): Define 

00 

tlm(x) == I(amnn! m!/n! m!)[n[1 - exp (-fmnx2)], 
n~O 

(2.11) 

where fmn is defined in (2.3). Using the inequality 
IA(1 - e-B

) I < 2 if IBI < 1 and IBI' IAI < 1 or if 
:ReB> ° and IBI . IAI < 1, we have 

Ix-namnm! n! [1 - exp (-fmnx2)] 1 < 2Ixl-n+2. 

Thus 
00 

lum(x)1 < Ilxl-n+2/n ! m! = (lxI2/m!)il/x/. 
n~O 

Let 
00 

f(x) == I um(x)e-J.m", 
m~O 

and observe that 
00 

If(x)1 ~ I lum(x)llexp (-Amx)1 
m~O 

00 

< Ixl2 el/l"'l I le-;.m"'l!m! 
m~O 

Consequently, 

00 00 

f(x) = I I amnx-ne-,\mX[1 - exp (-fmnx2)] (2.12) 
m~O n~O 

is an absolutely and uniformly convergent series in S. 
It is obvious [from fm(x) = um(x) exp (-Amx)] that 
the asymptotic behavior (2.10) of f(x) follows. 
Furthermore, f(x) is analytic in S because the limit 
of a uniformly convergent sequence of analytic func­
tions is analytic. 

3. ELASTIC SCATTERING FROM A 
YUKA WA POTENTIAL 

The elastic scattering of particles is governed by 
the Schrodinger equation 

;'2 0<1> 
2m ~<1> + in at - V(r)<1> = 0, (3.1) 

where <1> is a wavefunction, fj is Planck's constant, 
m is the particle mass, and VCr) is the potential energy.7 
The Yukawa potential is 

where A} f.1 characterizes the depth and f.1 the range of 
the potential. For a stationary state of energy E, 
define <1> == e- iEt

/II1p. From (3.1), 

(fj2/2m)6.1p + (E - V)1p = ° 
or 

(3.3) 

where k == (2mE/fj2)t is the wavenumber. 
The quantity E is the total energy and (3.3) is 

recognized as a reduced wave equation (cf. Ref. 8, 
pp. 313ff) in spherical coordinates. Separating vari­
ables (cf. Ref. 2, p. 1067; Ref. 9, p. 216), we have 

1p(r, (), cp) = S«(), cp)uq(r)!r, 

where, in terms of spherical harmonics, 

Spq«(), cp) = Api cos pcp)P~( cos 8) 

+ Bpisin pcp)P~(cos (). 

Also uq(r) must satisfy the radial Schrodinger equation 

d2
Uq 2 2 

-2 + [k - q(q + l)r- - U(r)]u ll = 0. (3.4) 
dr 

Expand uq(r) in terms of the asymptotic sequence 
(r- ne-I'mr: n, m = 0, 1,2, ... ) as Irl- CIJ in S, i.e., 

(3.5) 

where aq •m .n is a complex constant. Substituting (3.5) 
into (3.4) and proceeding with the calculations, we 
obtain, upon setting the coefficients of ,-ne- Ilmr to 
zero, the recurrence relation 

(f.1 2m2 + k2)aq •m •n + 2flm(n - l)aq•m •n- 1 

+ [en - 1)(n - 2) - q(q + 1)]aq ,m,n-2 

- (A}f.1)aq ,m-l,n-1 = 0, (3.6) 

where aq.-l. n == Oq.m.-l == 0q,m._2 == 0. 
Upon inspection of (3.6), it is seen that no non­

trivial solution of (3.4) admits an asymptotic expan­
sion of the form (3.5) unless k = ±if.1m for some 
m = m, These values of k are branch points of the 
scattering matrix (Ref. lO, pp. 362ff) in the complex 
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k plane. Some results for these values of k are 

aq •m•n = 0 for m < m and alln, q, (3.7a) 

aq.f;,.n = {[n(n - 1) - q(q + I)] 
x [en - I)(n - ~) - q(q + I)] ... 

q(q + l)aq .'ii.o}/(2pin)nn! 

for n = 1,2,"', (3.7b) 

for q a natural number and n ;;::: q + I, aq •rn .n = 0, 

(3.7c) 

aq •m •O = 0 for all m > m, (3.7d) 

aMii+P.l = }.Paq •rn•o/f-l3P(2nl + 1)(4m + 4)' .. 

(2pm + p2) for p = 1,2,···. (3.7e) 

Note that a'1 .1;,.o is a constant determined by some 
side condition; for example, 

aq.rl'!.o = lim uq(r) exp (f-lmr). 
r-+ 00 

reS 

Since m ;;::: I, we note that uq(r) satisfies the radiation 
condition duq(r)/dr - iku'1(r) = 0(I/r2) (Ref. 8, p. 
316). 

To obtain asymptotic formulas for other values of 
k, define 

Wq(r) == e-ikruq(r). 

Equation (3.4) becomes 

d2wq/dr2 + 2ik dwq/dr 

(3.8) 

- [q(q + 1) + (A/,ur)e-11r]wq = o. (3.9) 

Expanding w'1 , 

we obtain the recurrence relation 

flm(flln - 2k;)bq •m •n + 2(p,1n - ik)(n - 1)bq.m .n- 1 

+ [en - 1)(n - 2) - q(q + 1)]bq •m .n_ 2 

- ()./P,)b'1.m-l.n-l = O. (3.10) 

Whenever ik =F- f-lln for all m, (3.10) has a nontrivial 
solution. Results for the exceptional case are given 
above. Some results for k =F- -iif-lm for all mare 
given below; when k = - tip.liI and m is odd, similar 
results are obtainable. 
. Then 

bq •o.1i = - [n(n - 1) - q(q + 1)] 

x [en - 1)(/1 - 2) - q(q + 1)]· .. q(q + 1)] 

x bq •o.o/(2k)Nn !, n = 1,2,3,···. (3.lla) 

Ifqisaninteger,bq •o•n = Oforn = q + l,q + 2,"', 

bq •m •o = 0 for In = 1,2,"', (3. 11 b) 

b'1 .m •1 = (}./f-l)mbq.o.o/m! (fl - 2ki)(2fl - 2ki) ... 

(p,m - 2ki), for m = 1,2,3,···. (3. 11 c) 

From (3.8) we see that uq(r) satisfies the radiation 
condition when 1m k > O. We note that 

lim wq(r) = b'1 •o.o. 
r-+ 00 

Observe that b'1 •o•o = 1 is the Jost solution (cf. Ref. 11, 
p. 373). One of the nice features of this asymptotic 
series is that it demonstrates explicitly the manner in 
which the Yukawa potential influences the scattering; 
this influence is felt only in terms of m ;;::: I. The terms 
with m = 0 are essentially an asymptotic representa­
tion of spherical Bessel functions. 

In terms of incoming and outgoing waves we can 
write a formal solution of (3.4) as 

uq(r) = A [e-i (kr-!lTq1aC -k, r) 

+ S~)ei(kr-!r.'11q(k, r)], (3.12) 

where A = bq •o.o and Iq( +k, r) = e-!ilTl'wq(r)/bq.o.o• 
When solutions of the form (3.12) are obtained for 
regions of the origin, {S!k)} is the S matrix whose value 
is determined by the boundary condition at r = O. 
In this expansion {S!k)} can be obtained by matching 
(3.12) to another symptotic solution which is valid 
near the origin. 
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An asymptotic formula for the eigenvalue is presented for the kernel appearing in the integral equation 
of the Kirkwood-Riseman type. The method used here provides a procedure of successive iteration for 
solving the inhomogeneous integral equation as well as the eigenvalue equation. 

I. INTRODUCTION 

In the present paper we discuss the asymptotic 
distribution of eigenvalues of the integral operator 

II rp(x') , 
Krp = dx, Ixl S 1, 

-1 Ix - x'l~ 
(1) 

for 0 < a < I. This integral operator appears in the 
Kirkwood-Riseman equationl 

I
I rp(x') , 

tp(x) = I(x) + A dx, 
-1 Ix - x'l~ 

(2) 

with negative A, in connection with the theory of 
intrinsic viscosities and diffusion coefficients of flexible 
macromolecules. 

The method used here is based on the observations 
that the integral kernel can be written as 

1 = _1_ I'JJ t~-le-I"'-""lt dt, (3) 
Ix - x'I" rea) Jo 

where rea) denotes the gamma function, and that 
exp (-Ix - x'i t) is the Green's function of a second­
order differential operator. As a consequence, Eq. (2) 
can be transformed into an integro-differential 
equation. 

This kind of transformation has been used suc­
cessfully in the theory of neutron transport equation 
for critical media by Mitsis2 and Gibbs.3 These 
authors have solved corresponding integro-differential 
equations by Case's singular eigenfunction expansion 
method4 and, using the theory of singular integral 
equations,5 have obtained, for expansion coefficients, 
Fredholm's integral equations of the second kind 
whose Neumann series are convergent. 

Case's method is applicable also to our case, but we 
will take the Laplace transformation technique 
discussed in Ref. 6, which gives the final Fredholm 
integral equation more directly than Case's method. 
The integral equation is inhomogeneous even when 
we consider the eigenvalue problem of K-that is, even 
for the case I(x) == o. It will be found that the corre-

sponding Neumann series converges for all real values 
of A except for negative A of small magnitude with 
o < oc < a *, oc * ~ 0.27. The truncation of the 
Neumann series, therefore, gives approximate solu­
tions both for the eigenvalue equation and for the 
inhomogeneous equation for almost all real values 
of?. 

We will consider the operator Kin V( -1, 1). Then 
K is compact? and positiveS and hence has a denumer­
able set of positive eigenvalues An' n = 1, 2, 3, ... , 
tending to infinity. [Here we call A an eigenvalue 
when the equation r; = AKr; has nontrivial solutions, 
r; E V( -1, I). Thus A is the inverse of an eigenvalue 
in the ordinary sense.] Carlemann9 has proved that 
the series 

83 

00 

~ A~I/{1-,,) (4) 
n~1 

is divergent. The main aim of this paper is to show 
that 

A = --7T+--7T _ r(oc) sin [t(1 - oc)7T](n - 1 1 + a )1-" 
n 7T 2 8 

+ ° C;+,,) , (5) 

for large n. 

II. TRANSFORMATION OF THE EQUATION 

Let us first define 

u(x, t) = f1e-'X-"",ttp(X') dx', (6) 

where Ixl ~ 1 and t;;:: O. Since ¢(x) E V( -I, I), 
u(x, t) is twice differentiable for almost all x E ( -I, I) 
and infinitely many times differentiable with respect 
to t. Furthermore, 

uo(x) = 1"" t,,-IU(X, t) dt (7) 

exists for almost all x E (-1, 1) and is equal to Krp E 

V( -1, 1) since the order of integration can be 
converted. Consequently, Eq. (2) reduces to 

rp(x) = j(x) + [),/r(oc)]uo(x). (8) 
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On the other hand, differentiating Eq. (6) twice with 
respect to x, we obtain 

u'(x, t) = -t(e-xti:ex'lq{x') dx' 

- extfe-X'lr(x') dx') (9) 

and 

tll/(x, t) = (2U(X, t) - 2tg!{x), (10) 

the last of which holds for almost all x E ( -1, 1). 
Substituting Eq. (8) into Eq. (10), we get the integro­
differential equation 

tll/(x, t) - t2
11(X, t) 

= -2t/(x) - - ,a-lll(X, t) dt. (11) 
. 2A-t iU) 

r( IX) 0 

The boundary condition for this equation follows 
from Eqs. (6) and (9) as 

u'(l, t) + tu(1, t) = 0, 

u'( -1, t) - tu( -I, t) = O. 

(12a) 

(l2b) 

Thus we should seek the solution u(x, t) ofEq. (11) 
that satisfies the boundary conditions (12) and 
possesses the properties mentioned above. For this 
purpose, we Laplace-transform Eq. (11) assuming that 
u(x, t) == 0 and f(x) == 0 for Ixl > 1. This procedure 
has been developed6 for the I-dimensional neutron 
transport equation. 

Define the Laplace transforms 

u(z, t) =fl e-ZXu(x, t) dx, 
-1 

(13) 

fez) = i~e-z"'f(x) dx, (14) 

The last step in Eq. (15) is justified since Uo = Kq; E 

V( -I, 1) and the interchange of integration order is 
permitted. From Eg. (II), we now obtain 

(Z2 - t 2)ii(z, t) = -2t!(z) - [2.A.tjf'(Cf.)]uo(z) 

+ eZ[u'( -1, t) + zu( -1, t)] 

- e-Z[u'(l, t) + zu(l, t»), (16) 

whence, substituting the boundary conditions (12), 
we have 

~ 2t (") A. ~ ( ») u(z, t) = - -2--. J(z + r( . Uo z 
z - r IX) 

_ e-z _u(_I,_t) + eZ _u("-..-_l-'-,-'f) (17) 
z+t z-( 

and, in view of Eg. (15), 

~ ( ) r(lX)j"( ) uo z = - -- z 
A-

+ - -J(z) - e-zr -'I( -z) - eZr _1(Z) , t {r(IX)., m m} 
A(z) A- ' 

(18) 
where we have defined 

A(z) = 1 - - -- dt, 2A. i oo 
t
a 

r(lX) 0 [2 _ Z2 
(19) 

UP () _ i oo 
t

X

-

1
u(± 1, t) d 

T ±1 Z - t. 
o t - z 

(20) 

Equation (17), when coupled with Eg. (18), gives 
the Laplace transform of a solution of Eg. (II). To 
complete the solution, it is required to determine 
u(± 1, t) and subsequently 0/ ±l(Z). 

III. INTEGRAL EQUATIONS FOR '1"±I 

First of all, we shall examine the properties of the 
functions A(z) and 0/ ±I(Z). The integral in A(z) is 
calculated explicitly in Appendix A as 

0< arg z < 71', 

71' < arg z < 271'. 

(21) 

Hence A(z) is holomorphic in the complex z plane 
cut along the real axis. When z approaches a point t 
on the real axis from the above (+) and from the 
below (-) in the cut plane, A(z) has definite limits 
A±(t) given by 

(

e±hi(l_a)!a_l, 

A±(t) = 1 _ A. 71' X . t > 0, 
r«(/.) sin U(1 - (/.)71'] e'Fb(l-a)ltl~-\ 

t < O. 

(22) 

Thus A(z) is it sectionally holomorphic function with 
the line of discontinuity on the real axis. Furthermore, 
let us note that if A. > 0, A(z) has two simple zeros 
±zo in the cut plane with 

Zo = 'Vi, 'V = . 71' , (23) (
A. )1/0-.) 

r(lX) sin n(1 - (/.)71'] 

while it has no zefos if A. < o. 
The functions 0/ ±l(Z) are ordinary Cauchy integrals 

whose properties are discussed extensively in Ref. 5. 
They are sectionally holomorphic with the line of 
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discontinuity on the real positive axis and have 
definite limits 'Y~l(t) for z --+ t E (0, 00). These follow 
from the fact that u(± I, t) possess continuous 
derivatives. 

From what has been stated, we can now conclude 
that uo(z) given by Eq. (18) has singularity of dis­
continuity on the real axis and, if A > 0, two simple 
poles at z = ±zo, while u(z, t) defined by Eq. (17) has, 
in addition, two simple poles at z = ±t. In the 
remaining region of the complex plane, they are 
analytic. 

As seen from Eqs. (13) and (15), however, these 
two functions should, by definition, be entire functions 
of z. Consequently, the singularities mentioned above 
should be removable. The discontinuity on the real 
axis disappears if uo(z) of Eq. (18) satisfies the con­
dition that uri(t) = uo(t), - 00 < t < 00, that is, if 
the equations 

t > 0, (24a) 

_l_(1'(IX) /(t) _ e-t'Y!l(-t) - ef'Y_1(t») 
A+(t) A 

= _l_(1'(IX) J(t) _ e-t'Y:;:i -t) - et'Y_1(t»), 
A -(t) A 

t < 0, (24b) 

hold. The simple poles at z = ±zo become removable 
if the numerator in the right-hand side of Eq. (18) 
vanishes, namely, if 

[I'(IX)/A]/(±ZO) - e'fzolp'+kfzo) - etz°'Y_1(±zo) = 0. 

(25) 

Of course, Eq. (25) is not needed in the case A < 0. 
The simple poles at z = ±t of u(z, t) necessarily 
vanish due to Eqs. (24). The proof of this assertion 
can be carried out in a manner similar to that in Ref. 6 
and, therefore, is not given here. 

Since A +(t) = A -(t), we may write 

A±(t) = y(t)e±i9(t), yet) = IA±(t)l, 

1 A+(t) 
(j(t) = - In --

2i A-(t) 

-1 -K sin WI - IX)7T] (26) 
= tan 1 ' 

t -a - K COS WI - IX)7T] 

A7T 

for t ~ 0. Here we choose the branch of tan-1 such 
that (j(t) varies continuously in ° < t < + 00 and 
tends to zero as t tends to infinity. Hence, (jet) 5 ° for 
A ~ 0. Now we can rewrite Eq. (24a) as 

\p'::t:~(t) - e2iO<tJqt=1(t) 

= 2ieiO
(t) sin OCt) e-

f
{e-

f
lp'+1(-t) - [I'(IX)/),]!(t)}, 

t > 0, (27a) 

while, taking Eq. (22) into account and changing 
the variable t --+ -t, we have, from Eq. (24b), 

'Ytit) - e2iO(t)'Y:;:1(t) 

= 2ieiO
(t) sin OCt) e-t{e-t'Y_1( -t) - [I'(IX)j}.]/( -tn, 

t > 0. (27b) 

Equations (27) turn to be the so-called inhomogeneous 
Hilbert problem if their right-hand sides are assumed 
to be known. In order to solve the problems, a 
particular solution of the corresponding homogeneous 
Hilbert problem 

x+(t) = e2iO
(t) X-(t), ° < t < 00, (28) 

is required. The solution which is suitable for our 
purpose5 is 

X(z) = Q(z) exp 1'o(z), (29) 
where 

l' o(z) = 1. f)'J (jet) dt, 
7T 0 t-z 

(30) 

Q(z) = {Z-\ A> 0, 

t, A < 0. 
(31) 

Due to our choice of the branch of tan-I, OCt) = 
O(ta-!) for t» I, so that 1'o(z) and subsequently X(z) 
exist and are holomorphic in the plane cut along the 
real positive axis. The function X(z) has no zeros in the 
cut plane, and, for Izl » 1, 

) _ {0(IZI-1), A > 0, 
X(z - 0(1), ), < 0. (32) 

Near z = t = 0, 

1 X(z)1 < const., 1 X±(t)1 :::;; c~nst. . 
- Izl!(1-aJ Itl 1f(1-a) 

(33) 

Moreover, it is useful to note the relation 

{ 

A(z) 
<) ')' 

X(z)X( -z) = Zo - z-

A(z), 

), > 0, 
(34) 

which is proved in Appendix B. 
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Substituting Eq. (28) into Eqs. (27) and using 
Plemelj's formula, we can obtain the solution of Eq. 
(27) in a usual manner. 5 For later convenience, we will 
write the solutions in the following forms: 

ITf () _ X(Z)lW h(t)e-
t 

( ) d 
T ±l Z - "P~l t t 

7T 0 t-z 

+ G±l(Z) + a±lX(z)H(A), (35) 

in which we have defined 

( 

ei6W sin (j( t»)! -t 
"P±l(t) = . e ':f" ±l( - t), 

X( -t)X+(t) 
(36) 

. (X( - t)eiBW sin (j(t»)! 
h(t) = X+(t) , (37) 

r(~)x(z)iOO e
i6

(t) sin (j(t) -t" dt 
G±l(Z) = - e j(Tt) --, 

A7T 0 x+(t) t - z 

(38) 

while a±l are constants to be determined later and 

H(A)={[' A>O, 
0, A < 0, 

(39) 

that is, if A < 0, the last term in Eqs. (35) vanishes. 
From Eqs. (35) with z = -t, we now have a set of 

integral equations for ':f" ±l ( - t) or, by the definitions 
of Eq. (36), for "P±l(t), which we write simply as 

(40) 

Here S denotes the integral operator defined as 

1 i oo h(t)h(t')e-(t+t') , I 

S"P = - "P(t ) dt, 0 S t < 00, 
7T 0 t+t' 

(41) 

and 

In spite of its appearance, h(t) ~ 0 for t ~ 0 (see 
Appendix C), whence S is a symmetric operator. 

Equations (40) have been derived from Eqs. (24). 
Now we should show that the converse also holds. 
For this, we shall first prove that Eqs. (40) possess 
unique solutions for given g±l(t). Note that g±l(t) 
contain unknown constants a±l . 

It is well known that if the norm of the operator S 
is less than unity, Eqs. (40) have a unique solution 
which can be expressed in Neumann series. Indeed, 
Appendix C shows that S is less than 1 in norm as an 

operator in V(O, (0), 

IlSllv(O.oo) < 1, (43) 

for all real A excepting the case A * < A < 0 with 
0< (1. < (1.*, where (1.* ~ 0.27 and A* is a negative 
constant depending only on IX. The values of A * for 
some IX are given at the end of the Appendix C. We 
will not consider the exceptional case in the following: 
We have not been able to prove Eq. (43) for this case. 

Now note thatg(t) E V(O, (0). Hence the successive 
iteration defined by 

(0) ° Ci) S U-J) + . - 1 2 3 ... "P±l = , "P±1 = "P~l g'J=l, I - , " , 

(44) 

converges in V(O, (0), and "P~~(t) provides the ith­
order approximation of the solutions "P±l(t). 

The convergence in the V sense suffices for all our 
purposes. Thus, let us define 'Y~~(z) by Eq. (35) with 
"P~r in place of "P±l' Since "P~~ E V(O, (0) and since 
if z is not on the real positive axis, h(t)e-tf(t - z) E 

V(O, (0) for t and is holomorphic for z, then 'Y~i(z) 
exist and are holomorphic in the plane cut along the 
real positive axis. Moreover, "P~l--+ "PH in V(O, (0), 
so that 'Y~~(z) converges uniformly for z in the cut 
plane. Hence the limits 'Y ±l(Z) is also holomorphic 
in the cut plane. On the other hand, it is easy to see 
that the function vet) defined by v = S"P with any 
"P E V(O, (0) is continuous and has continuous 
derivatives in (j S t < 00, where (j is an arbitrary 
positive number, and, by Schwartz' inequality, 

Iv{t)1 s C 11"Pllv(o.oo)' (j S t < 00, (45) 

where C is a constant depending only on (j, A, and IX. 

Similar inequalities hold also for derivatives of v(t). 

Thus "P~i(t) is continuously differentiable and, by Eq. 
(45), uniformly convergent in 0< t < 00. It then 
follows that the limits 'Y ±l(Z) of':f"~~(z) possess definite 
values 'Y£l(t) for t> ° and that, in virtue of Eqs. 
(40), Eqs. (24) are satisfied. Consequently, we can now 
conclude that Eqs. (24) and (40) are equivalent. 

Finally we should point out that the unknown 
constants a±l which appear for A > ° can be deter­
mined by Eq. (25) if "P±l are known. In fact, substitu­
tion of Eqs. (35) into Eqs. (25) gives rise to a set of 
algebraic equation for a±l . 

IV. APPROXIMATE SOLUTIONS OF EQ. (2) 

The solution of Eq. (2) can be found if the inverse 
transform of uo(z) is known. Since uo(z) is now an 
entire function, we can choose any path parallel to the 
imaginary axis as the integration path in the inverse 
Laplace transformation. For simplicity, we take the 
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imaginary axis. Then, in view of Eq. (8), we get 

1 fiR 1 
(('(x) = lim -. eXz 

--

R-"oo 2171 -iR A(z) 

X (/(z) - ~ [e-zIf'f-l( -z) + ezo/_1(z)]) dz, 
r(o:) 

(46) 

where the limit is to be understood in the V sense 
since !pEV(-I, 1). 

A more convenient form of the solution can be 
found by the deformation of the integration path. 
This is carried out in Appendix D for the case when 
l(z) can be decomposed as l(z) = h(z) + 12(z) in 
which 11(z) and .h.(z) are holomorphic with the 
possible exception of a simple pole at z = 0 and, for 
z -+ ro, 

h(z) = 0e~:;Z), Re z > 0, 

Jiz)=O -, (
e

HCZ

) 

Izl 
Re z < O. (47) 

Then we can have 

with 

A X( -t) ': 
AI(t) = r(o:) h( -t) 1J'+I(t) - fl(t), 

A X( -t) 
A2(t) = - -- 1J'-l(t) -12( -t), (48b) 

r(o:) h( -t) 

G = 1 (_A_ e-z0o/ (-z) - f"'(z ») 
1 2zo X(zo) X( -zo) reo:) +1 0 1 0 , 

G2 = 2ZoX(Zo~X( -zo) (r:o:) e
Z
Olf'_l( -zo) - h( -zo»). 

(48c) 
Equation (48a) is valid for Ixl < 1. 

It is clear that if !P±I(t) are replaced by !p~~(t), Eg. 
(47) gives the ith-order approximation of cp(x). 

In the Kirkwood-Riseman equation, A < 0, and the 
case I(x) = 1 is of interest since cp(x) is related to the 
translational diffusion coefficient D: 

(49) 

where c is a physical quantity specific to the fluid (for 
details, see Ref. 1). In this case we see that 

(50) 

whence we have 

f~(z) = f~( -z) = -e-Zjz. (51) 

Consequently, the zeroth-order approximation (!P±1 = 
!p~{ = 0) yields 

II 4100 sin e(t) cp(O)(x) dx = - -2 - e-t sinh t dt, (52) 
-1 17 0 t ret) 

while in the first-order approximation (!P±1 = !p~i = 
g±l) , 

fl cp(l)(x) dx 

= fl!P(O)(X) dx 

2A [00 sin e(t) X( -t) 
+ 17r(ex)Jo th(t) J;(i) [g+1(t) + g-l(t)] dt, 

(53) 
where g±l are given by Eq. (42) with a±1 = O. 

V. ASYMPTOTIC DISTRmUTION OF 
EIGENVALUES 

Let us consider the eigenvalue equation rp = AKrp: 
We should put/ex) = O. Since K is a positive operator, 
we have only to consider the case A > O. Moreover we 
can easily see that the eigenfunctions rp(x) are either 
even or odd functions, so that the set of integral 
equations (40) reduces to a single equation 

!P = ±S!p + ag, (54) 
in which 

!P = 1J'+1 = ±1p-l, a = a+ = ±a_, (55) 

get) = h(t)e-t
• (56) 

Here the signs + and - correspond to the case of 
even and odd eigenfunctions, respectively. 

Obviously, Eq. (54) has the solution of the form 

(57) 

where !Po is the solution of Eq. (54) for a = 1. Then 
Eq. (25) becomes, by use of Eqs. (35), 

2zo X( - zo) 1 ± l(zo) 
e = =F , 

X(zo) 1 ± 1(:-zo) 

1
00 h(t)e-t 

l(zo) = -- !poet) dt. 
o t + Zo 

(58) 

(59) 

This equation serves to determine the eigenvalues of K. 
In Appendix E we have shown that 

X( -zo)/ X(zo) = -exp LHl + a)1Ti], (60) 

being independent of Zo' Further, note that Zo = vi 
is purely imaginary and that !Po is real. The latter 
follows from the fact that S is symmetric and g is 

real. Hence 10(zo) = Io( -zo) holds. Therefore, Eq. 
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TABLE I. Numerical calculation of A~O) and A~l). 

n = 1 n = 3 

0( = 0.1 
},IO) 0.1405(+1) 0.9410(+1) 
All) 0.1016( + 1) 0.9329( + 1) 
% 27.6a 0.86 

0( = 0.3 
1.(0) 0.5230 0.2101( + 1) 
A(1) 0.44l3 0.2089( +1) 
% 16.7 0.59 

Il(::::: 0.5 
1.(0) 0.3062 0.7706 
),i1) 0.2784 0.7678 
% 9.07 0.35 

0( = 0.7 
1.(0) 0.1662 0.2802 
All) 0.1594 0.2797 
% 4.06 0.17 

0( = 0.9 
1.(0) 0.5168( -1) 0.6095( -1) 
},Il) 0.5116(-1) 0.6092( -1) 
% 1.00 0.043 

(58) can be rewritten as 

y = t(n - l}rr + HI + OC)7T - X(y), 

n = 1, 2, 3, .. " (61) 

where n is odd (even) for even (odd) eigenfunctions 
while 

X(Y) = -arg [1 ± J(zo)] 

= tan-1 [(±!:.. roo h(t)e-
t
1po(t) dt) 

7T Jo t2 + y2 

( 
1 Loo th(t)e-

t
1po(t) )-IJ x 1 ± - 2 2 dt , 

7T 0 t +y 
(62) 

in which the branch of tan-1 is chosen such that 
Ix(y)1 < t7T· Appendix F shows that for y» 1 

IX(l')1 S D(y-l), I :y X(y) I S D(y-l). (63) 

This implies, with Ix(y)1 < t7T taken into account, that 
Eq. (61) has one and only one solution y" in the inter­
val (0, 00) for large n, which takes the form 

Yn = ten - 1)7T + 1(1 + eI:)7T + O(n-l). (64) 

Substituting this into Eq. (23), we now obtain an 
asymptotic formula of eigenvalue of the operator K: 

An = r(eI:) sin [t(1 - eI:)7T] 

7T 
X (n - 1 7T + I + eI: 7T)1-~ + 0 (_1_. ). (65) 

2 8 nl+~ 

n=5 n=7 n=9 

O.l660( +2) 0.2345(+2) 0.3008(+2) 
0.1656( +2) 0.2342(+2) 0.3006(+2) 
0.27 0.13 0.076 

0.3244( +1) 0.4233( +1) 0.5131(+1) 
0.3238( +1) 0.4229( +1) 0.5128(+1) 
0.19 0.089 0.053 

0.1046(+1) 0.12624 ( + 1) 0.14470( + 1) 
0.1045( + 1) 0.1261 8 ( + 1) 0.1446,(+1) 
0.11 0.053 0.031 

0.3356 0.3753 0.4071 
0.3354 0.3752 0.4070 
0.052 0.026 0.014 

0.6467(-1) 0.67104( -1) 0.68934 ( -1) 
0.6466(-1) 0.67100 ( -1) 0.68932( -1) 
0.0l3 0.006 0.003 

Since x(y) = 0 if "Po = 0, the first term on the right­
hand side of Eq. (65) gives the zeroth-order approxi­
mate eigenvalue A~O). The remaining term gives the 
correction for A~). Numerical computation of the 
first-order approximate eigenvalue A~l), which is 
given by putting "Po = g in Eq. (62) and solving Eq. 
(61) numerically, shows that the correction is within 
1 % for n ~ 3 when 0.1 S IX S 0.9 (see Table I). 

APPENDIX A: PROOF OF EQ. (21) 

Putting u = t2 , we get 

Loo t~ 100 U !(~-1) 
2 -2--2 dt = --2 duo 
ot-z ou-z 

Consider the contour integral 

1 
$!(a-O ~ 
--d~, 

c $ - s 

(Al) 

(A2) 

where $!(a-l) is a single-valued function with 0 < 
arg ~ < 27T in the ~ plane cut along the real positive 
axis, and C denotes the contour consisting of two 
circles I~I = R and I~I = b, R> b, and of two 
straight lines b < ~ < R connecting the two circles 
above and below the cut. Suppose that s is not on the 
cut. Then, for sufficiently large R and small b, we 
have, by the calculus of residuesl, 

(A3) 
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The integrals on the circles vanish in the limit R -+ 00, 

o -- 0, and the sum of two integrals along the cut 
reduces to . 1 ro u tea-I) 

(1 - e",(a-l» -- du, 
o u - s 

(A4) 

since .;~(a-l) = U!(,-l) e"i(a-l>, u > 0, below the cut. 

Thus Eq. (21) follows with s = Z2 for 0 < arg z < 7T' 
and s = Z2e_2

r.i for 7T' < arg z < 27T'. 

APPENDIX B: PROOF OF EQ. (34) 

Equations (26) and (30) give 

ro(z) + roC -z) = _1_1 00 

In [A+(r)/A-(t)] dt. (BI) 
27T'i -00 t - z 

(i) A > 0: Recall that the function A(z) is holo­
morphic in the plane cut along the real axis and pos­
sesses two simple zeros ±zo on the imaginary axis. 
Define the function 

Ao(z) = z2A(z)/(Z2 - z~). (B2) 

This is also holomorphic in the cut plane but has no 
zeros, and thus 

(B3) 

uniformly for z -- 00. Since A+(t)/A-(t) = At(t)/Ao(t) 
on the cut and since A±(t) -+ I for t -- ± 00, Eq. 
(B I) becomes 

_1 (In Ao(';) d~ __ 1 (In Ao(';) d~, (B4) 
27T'i J1:+ .; - z 27T'i J1:_ .; - z 

where ~+(~_) represents the straight line - 00 < 
.; < 00 above (below) the cut. In view of Eq. (B3), 
In Ao(z) -- 0 for z -- 00, so that the path ~+(~_) can 
be closed by adding a large semicircle in the upper 
(lower) half-plane, and the integral ofEq. (B4) is equal 
to the residue at .; = z, namely, to In Ao(z). Hence 

X(z)X( -z) = _Z-2 exp rro(z) + roC -z)] 

= A(z)/(z~ - Z2). (B5) 

(ii) A < 0: In this case we can take Ao(z) = A(z), 
whence Eq. (34) is obvious. 

APPENDIX C: PROOF OF EQ. (43) 

The function h(t) of Eq. (37) is positive and bounded 
for t ~ O. In particular, we can have 

{

A > 0, 0 < IX < I, 

o ~ h(t) ~ 1 - €, A < 0, IX* < IX < ~'--,--
IX --.- 0.27, 

(el) 

where € is a small positive number which does not 

depend on the values of }, and t. The proof will be 
given at the end of this appendix. 

Now we shall evaluate the inner product 

(ST, "P)L'W,oc) 

1 lool'" h(t)h(t')e-u+!')rp(t)1Il(t') 
= - T dt dt' (e2) 

7T' 0 0 t + t' ' 

with arbitrary rp, "P EO [2(0, (0). In view of Eq. (el), 

I(Srp, "P)I ~ (1 - €)2 (00 (00 Irp(t)II"P(t')1 dt dt'. (e3) 
7T' Jo Jo t + t' 

Writing the integrand on the right-hand side as 
1 _1 1 1 

1 rp(t) 1 (t + tT"(t/t')4 1 "P(t') 1 (t + t'r"(t'/t)', (e4) 

and applying Schwartz' inequality, we get 

I(Srp, "P)I ~ (1 - €)2[loolrp(tW (00_1_, (~)*dt' dtJ~' 
7T' 0 Jo t + t t' 

x [( 001 1P(t)1 2 (00_1 (~)* dt' dtJ~· 
Jo Jo t + t' t' 

~ (1 - €)21IrpIIL'W.oo) 11"PIIL'w,oc)' (e5) 

where we have used the relation 

l
OO 1 (t)* loo u-! loo du -- - dt' = -- du = 2 -- = 7T'. 

o t + t' t' 0 1 + U 0 1 + u2 

(e6) 

Equation (e5) assures the validity of Eq. (43) within 
the restrictions imposed on Eq. (el) for the ranges 
of A and IX. 

There remains to prove Eq. (el). First note that 

h2 t _ eiO(t) sin O(t)X( - t) 
() - X+(t) 

= Q( -t) sin OCt) exp Z(t), 
Q(t) 

Z(t) = _ 21 (oo.J!SiL dt', 
7T' Jo t'2 - t2 (e7) 

which follows from the definition of X(z) in Eq. (29). 
Due to our choice of the branch for OCt), sin OCt) ;.; 0 
for A :::: 0 while Q( -t)/Q(t) = =f I for A :::: O,as seen 
from Eq. (31). Hence 

h2(t) = Isin O(t)1 exp Z(t), (e8) 

which implies h(t) ~ O. Further, integrating by parts, 
we can obtain 

Z(t) = - 1. (00 (}'(t') In I t + t: I dt'. (e9) 
/7T' Jo t - t 

(i) A > O. Because of our choice of branch, ()' (t) ~ 0 
for all t ~ O. Hence Z(t) ~ O. Z(t) = 0 occurs only at 
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t = 0 and t = 00, but Isin 0(0)1 = sin [t(1 + 1X)7T] < 1 
and sin O( (0) = O. Moreover, h(t) is continuous. Thus 
Eq. (CI) holds for all values of A> 0 and 0 < IX < 1. 

(ii) A < O. In this case Z(t) ~ 0 since O'(t) S O. 
It is convenient to change the variables 

t = IKIP uP, t' = IKIP u'P, {3 = (1 - IXt\ 
K = h/r( IX) sin [t(1 - 1X)7T J < 0, (CIO) 

h(t) = ho(u), Z(t) = Zo(u). 

Then ho(u) and Zo(u) are independent of A (or K), and 
we have 

Zo(u) 

1 (ro sin [HI - 1X)7T] 

= ; Jo {U' + cos [t(1 - 1X)7TW + {sin [t(l - 1X)7TW 

X In I ~: = ~:: I du
' 

< sin [t(1 - 1X)7T] (oo_I_ln I uP + u'P I clu' 
- 7T Jo u2 + 1 uP + u'P 

= sin [t(1 - 1X)7T] Y(u). (C11) 
7T 

Divide the integral Y(u) for 0 S u' < u and u S 
u' < 00 and put x = u'lu and x = ulu', respectively. 
Then 

Y(u) = (1( U + U ) In 11 + x
P 
I dx. 

Jo u2 + x 2 1 + X
2
U

2 1 - xP 

(CI2) 

Consider first the case 0 SuS 1. It is readily proved 
that 

u <~=~ 1 <_l_<~ 
u 2 + x 2 

- 2xu 2x' I + X
2

U
2 

- 1 + x 2 
- 2x ' 

Os x S 1, 0 SuS 1, (C13) 
and 

f L In I ~ ~ :: I dx 

= t(1 - IX) e 1. In 11 + x I dx Jo x 1 - x 

= i(1 - 1X)7T2
, 

i1 1 
--In(1 + xP)dx 

01 + x 2 

11 I 
S --2 In (1 + x) dx = i7T In 2, 

01 + x 

11 1 1 
-In dx 

o 2x 11 - xPI 

III 1 
= to - IX) - In -- dx 

o x I - x 

= -12(1 - 1X)7T2, 

(C14) 

(CI5) 

(C16) 

whence 

Y(lI) S GIn 2 + -i':r7T)7T. (C17) 

For I S u < 00, we get, instead of Eq. (C13), 

u <_l_<~ u <~=~ 
u2 .+ x2 

- 1 + x 2 
- 2x' 1 + U

2
X

2 
- 2ux 2x ' 

o S x S 1, 1 S u < 00. (CI8) 

Therefore, Eq. (CI7) applies also. Consequently, we 
can have 

h2(t) S sin [tel - 1X)7T] 

X exp {sin [t(t - 1X)7Tm In 2 + (1 - 1X)~47T]), 

t ~ 0, (C19) 

for all A < 0 and 0 < IX < 1. This estimate justifies 
Eq. (Cl) with IX* =i= 0.45. A more precise estimate 
should be found to improve the lower bound IX *. 
Instead, however, numerical computation of h(t) has 
been made. The result is IX* =i= 0.27. 

For 0 < IX < IX*, h(t) ~ 1, actually, for some values 
of t and, therefore, Eq. (Cl) is violated. However, by 
examining the proof of Eq. (C6), we can easily see that 
Eq. (43) is valid only if 

h(t)e- t = ho(u)e-IKIPuP < 1 (C20) 

holds for t ~ O. Since ho(u) is independent of A and is 
bounded [see Eq. (CI9)] and, moreover, since the 
set of points u such that h(u) ~ 1 is bounded and 
strictly bounded away from the point u = 0, which 
follows from the fact that ZoCu) = 0 only at u = 0 
and 00 while sin 0(0) = sin [HI - 1X)7T] < 1 . and 
ho(u) ~ 0 as u -+ 00, then we see, from the second 
form of Eq. (C20) , that the inequality holds in Eq. 
(C20) for sufficiently large IAI, that is, for A < A * 
with negative constant A * depending on IX. From the 
numerical computation, -},* = 7.0, 3.1, 1.3, and 
0.3 have been found for IX = 0.1, 0.15, 0.2, and 0.25, 
respectively. 

APPENDIX D: PROOF OF EQ. (48) 

Suppose first that A < O. Then the integral in Eq. 
(46) can be written term by term as 

l
iB fez) A liR e-n¥+( -z) eXZ __ dz - - eXZ dz 

-iR A(z) r(lX) -iR A(z) 

A fiR eZo/ (z) _ - e"'z -1 dz (Dl) 
r(lX) -iR A(z) , 

since each integral by itself has no singularities on the 
path of integration. Assume that the decomposition 
of j(z) stated in the text is possible. Then the first 
integral of the above can be divided again into two 
parts containing .11(Z) and liz), respectively. Each 
integrand has no singularities also in the plane cut 
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along the real axis. Hence Cauchy's theorem verifies 
that 

l iR xzNz) d 1 xzj~(z) d e - z= e - z 
iJ A(z) CR+ A(z) 

+ (Uext j~t) dt _ ( exJb) dz, 
Jo A (t) Jco+ A(z) 

(02) 

1-;0 xz.h(z) d i ("zh(z) d e -- z= e -- z 
-iR A(z) c

R
- A(z) 

Divide the integral for 0 S. U < 1 and for 1 S. U < 00, 

and change the variable u to u-I in the latter integral. 
Then Eq. (El) becomes 

_ J:i. e Oiu) + Oo(u-
I

) duo (E2) 
1T Jo u2 + I 

On the other hand, it is easy to show that 

Oo(u) + Oo(u-I) = -i(1 + rt.)1T. (E3) 

Thus the integral of Eq. (E1) is identical with 

_ iRext AU) tit _ i exzA(z) dz, HI + rt.)1Ti, (E4) 

o A-(t) co_ A(z) irrespective of the value of Zo. This together with the 
(03) definition of X(z) by Eg. (29) completes the proof. 

where C]{+( C R-) and Co+( Ca-) denote the arcs Izl = R 
and Izl = ~ with 0 < arg z < ~1T (-~1T < argz < 0). 
In view of Eq. (48) and well-known Jordan's lemma, 
the integrals on ClI± vanish in the limit R ---+ 00 for 
x < 1, while the integrals on C6± ---+ 0 as 0---+0 since 
A(z)(A(z) = O(\zl-a) near z = O. Thus we see, using 
Eq. (26), that 

1
ioo exzj~(z) dz = (cD ext (_1 ___ 1_) lit) dt 

-ioo A(z) Jo A+(t) A-(t) 

= -2i (CO ext sin O(t) j~(t) dt. (04) 
Jo yet) 

Similarly, with the aid of integration paths lying in 
the left half-plane Re z < 0, we obtain for x > -1 

Iioo e'''' liz) dz = -fo ext (_1 __ _ l_)j~(t) dt 
-;00 A(z) -co A +(t) A-(t) 

l OCi sin OCt) -= -2i e-Xi --j2( -t) dt. (05) 
o y(t) 

As for the second integral of Eq. (01), we observe 
that c z,¥ +1 (-z) possesses entirely the same properties 
as .11(Z) in the right half-plane Re z > O. Hence the 
deformation used for Eg. (04) is valid. Finally, note 
that eZ'¥_l(z) resembles!2(z) in nature, for Re z < 0, 
which completes the proof of Eq. (48) for A < O. 

In the case A > 0, we have only to add the contri­
butions from the simple poles at z = ±zo. The 
residue calculation will be greatly simplified if one 
makes use of Eq. (34). 

APPENDIX E: PROOF OF EQ. (60) 

Making the transformation t = VU, we get 

_ 2zoico~ dt = _ ~ [00 Oo(u) du 
2 2 2' 1T 0 t - Zo 1T .0 tl + 1 

O ( ) 
-sin [to - a)1T) o u = tan __ ---':.=..O.-_--"--~_ 

1I
1
-. - cos [t(J - a)1T] 

(E1) 

APPENDIX F: PROOF OF EQ. (63) 

Putting t = vu, he!) = ho(u), and "Po(t) = ((lo(u) in 
Eq. (59), we get 

l OCi hoCu)e-Vlt({loCu) 
I(zo) == lo(v) = duo (Fl) 

o u + i 
Evidently ho(u) is independent of v, and ((loCu) is a 
solution of the equation 

(F2) 

go(u) = ho(u)e-Vlt
, 

l OCi ho(u)ho(u')e-V(U+U') , , 
50({l0 = ({lo(U ) du. (F3) 

o u + u' 

By definition, 0 S. ho(u) ::;; 1 - E follows from Appen­
dix C so that 115011£2(0.0:;) S. 1 - E, Ilgoll S. v-!, and 
from Eq. (F2) 

II !Poll = 11(1 =f So)-lgoll 

s. (1 - II Sol\)-1 Ilgoll S. (EjJ~r1. (F4) 

Hence the first part of Eq. (63) follows from the 
definition of x( v) and the fact that 

I/(zo)1 = I/b)1 

s. L" ho(u)e-
VH 

I ({lo(U) I dll 

S. Ilgollll({loll S. (Errl. (F5) 

Now differentiate Egs. (Fl) and (F2) with respect 
to v: 

I~(v) = _ (00 lIgo(u)({lo(u) du + (0Ci go(u)({l~(u) du, 

Jo u + i Jo 1I + i 
(F6) 

({l~ = ±So({l~ + fo, 

lo(u) = - go(lI) ( ± lOCi go(U)({lo(U) du + u). (F7) 
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Clearly, Ilfoll ~ Ilgol12 II <Poll + lIugoll = O(v-~), whence 
also 1I<p~11 = O(v-t) and, thereby, 

l/'(v)1 ~ 1"" go(u) I <Po(U) I du 

+ LX) go(u)I<p~(u) I du = O(v-1
). 

This and Eg. (F5) then assure the second estimate of 
Eq. (63). 
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Relaxation Spectrum of Phonons: A Solvable Model 
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The approach towards equilibrium of a slightly disturbed phonon gas is analyzed in terms of its 
normal decay modes. It is shown that a simplified model permits a complete solution of the linearized 
phonon Boltzmann equation. The model considers 3-phonon normal collisions as the relaxing process 
and assumes a nondispersive isotropic elastic continuum. In analogy with the Maxwellian molecule 
model, the coupling term is assumed independent of the frequency. The spectrum of relaxation rates 
found has no discrete modes except for one trivial solution of rate zero. Above this value there is a gap 
and then a continuum extending to infinity. 

1. INTRODUCTION 

Most theories describing the relaxation towards 
equilibrium of a given statistical system consider 
the case of exponentially decaying configurations. 
These configurations, also called "normal decay 
modes," are convenient to treat because they give the 
otherwise integro-differential problem the form of 
an eigenvalue equation. It is important for this purpose 
to assume that the system is left alone to decay. 
The operator in the eigenvalue equation is a non­
linear integral operator usually called the collision 
operator. This difficult nonlinearity may be avoided 
by considering only small departures from equilibrium 
and keeping only linear terms. However, this simplifi­
cation usually does not render the problem soluble. 
On the contrary, the mathematics remains quite 
complex and most attempts to solve such problems 
have been unsuccessful. 

To make the eigenvalue equation explicitly soluble, 
some rather drastic assumptions about the collisions 
have been made in some cases. For example, such an 
approach has been taken in the theories of dilute 
gases and neutron transport. In the former case the 
molecules are assumed to repel each other as the 

inverse fifth power of the distance, thus making the 
collision rate of an individual molecule independent 
of its velocity.1 Molecules obeying this power law 
are called Maxwellian molecules, after J. C. Maxwell 
who first studied them.2 In the latter case, the inter­
actions of a neutron with the medium were assumed, 
on the average, not to change its speed. For both 
cases the full spectrum has been given in detail 
and the corresponding eigenfunctions have been 
found. 3 Although these assumptions are unrealistic, 
they provide a framework for the study of the 
structure of solutions to the actual eigenvalue equation, 
and sometimes they may even be used as an approx­
imation to a particular real physical situation. 

Our purpose in this paper is to apply a similar 
approach to a phonon gas under somewhat restricted 
conditions and to solve for the spectrum and eigen­
functions of the resulting collision operator. We will 
see that this solution can be obtained if the 3-phonon 
matrix elements are assumed independent of wave­
number. Phonons obeying this law will be called 
"Maxwellian phonons" in what follows, owing to the 
similarity of this model with the Maxwellian molecule 
'model mentioned above. 
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otherwise integro-differential problem the form of 
an eigenvalue equation. It is important for this purpose 
to assume that the system is left alone to decay. 
The operator in the eigenvalue equation is a non­
linear integral operator usually called the collision 
operator. This difficult nonlinearity may be avoided 
by considering only small departures from equilibrium 
and keeping only linear terms. However, this simplifi­
cation usually does not render the problem soluble. 
On the contrary, the mathematics remains quite 
complex and most attempts to solve such problems 
have been unsuccessful. 

To make the eigenvalue equation explicitly soluble, 
some rather drastic assumptions about the collisions 
have been made in some cases. For example, such an 
approach has been taken in the theories of dilute 
gases and neutron transport. In the former case the 
molecules are assumed to repel each other as the 
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and the corresponding eigenfunctions have been 
found. 3 Although these assumptions are unrealistic, 
they provide a framework for the study of the 
structure of solutions to the actual eigenvalue equation, 
and sometimes they may even be used as an approx­
imation to a particular real physical situation. 

Our purpose in this paper is to apply a similar 
approach to a phonon gas under somewhat restricted 
conditions and to solve for the spectrum and eigen­
functions of the resulting collision operator. We will 
see that this solution can be obtained if the 3-phonon 
matrix elements are assumed independent of wave­
number. Phonons obeying this law will be called 
"Maxwellian phonons" in what follows, owing to the 
similarity of this model with the Maxwellian molecule 
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II. THE MAXWELLIAN PHONON MODEL 

The situation we wish to describe is that of a phonon 
gas that is initially slightly perturbed from thermo­
dynamic equilibrium. We then watch the system decay 
and analyze the change in occupation number with 
time as a function of wave vector. 

Different processes can contribute to the decay of 
the system. Among them, most important are imper­
fection and boundary scattering, and phonon-phonon 
interactions. Of these effects the first two can be 
neglected if we assume a large and pure system at not 
too low temperatures. We are left with phonon-phonon 
interactions which appear in the formalism as terms 
of order higher than the second in the Taylor expan­
sion of the potential energy of the system. Thus, they 
are a consequence of anharmonicity. In our treatment, 
we will consider only 3-phonon interactions that 
conserve wave vector. These interactions appear 
to be predominant at temperatures much lower than 
the Debye temperatures and at long wavelengths.4 

If N(q) is the occupation number for wave vector q, 
the total transition probability per unit time is given, 
with these assumptions, by5 

dN(q) = CN(q), 
dt 

(1) 

where C is the nonlinear collision operator as defined 
by the expression 

CN(q) = ~[Jdq'N(q)N(q')N(q + q') 
47Th 

X (_1_ + _1_ + 1 _ 1 ) 
N(q) N(q') N(q)N(q') N(q + q') 

X IM(q + q'; q, q')1 2 6[E(q) - E(q') - E(q + q')] 

+ t J dq'N(q)N(q')N(q - q') 

( 
1 1 1 1) 

X N(q) - N(q') - N(q - q') - N(q')N(q - q') 

X IM(q; q', q - q')1 2 b[E(q') + E(q - q') - E(q)]} 

Here, V is the volume of the system and h is Planck's 
constant. M(q1; q2' q3) is the matrix element for the 
process in which a phonon of wave vector ql goes into 
a phonon of wave vector q2 and a phonon of wave 
vector q3' as given by the third-order term in the 
expansion of the potential energy in terms of creation 
and annihilation operators. The Dirac 0 function in 
the integrands express conservation of energy for the 
allowed transitions. Note that a time-independent 
solution of (1) is the Bose-Einstein distribution, as 

can easily be checked. Polarization has been ignored 
in this expression. 

Further progress towards the solution of (I) 
requires the specification of the dispersion law E(q). 
Since we are mainly interested in long wavelengths, we 
will assume that the medium is nondispersive, a 
behavior known to be followed for small wave vectors. 
We also assume that the medium is elastically iso­
tropic. The conservation laws are satisfied with these 
two assumptions only when collisions are collinear, 
a condition that will make the integral in (1) one 
dimensional. These assumptions are quite restrictive, 
and we adopt them solely for the purpose of simpli­
fying the equations. 

The next step is to linearize the collision operator. 
This is done by introducing the perturbed Bose 
distribution 

N(q) = [[1 + v(q)e-At]exp (E~~) -lJ-
1 

(2) 

and, upon substitution in (1), retaining only terms of 
first order in the v's. We have thus introduced normal 
modes, since the small perturbation of statistical 
equilibrium depends exponentially on the time. A is 
the relaxation rate of a particular decay normal mode. 
Since the medium is isotropic, we expect to find no 
preferred direction for the collisions. This is actually 
the case, as it is easily shown by writing y(q) as a 
function of the magnitude of the argument times a 
spherical harmonic. The angular function gets 
factored out after integration of the delta functions in 
(1), thus making the eigenvalues independent of the 
angular quantum numbers. We then get for the radial 
part p(q) 

Ap(q) = 8::2c (LX) dq' JM(q + q'; q, q'W 

q'(q + q') ___ s:-in_h=....:s:..:!q __ _ 
X -"---'-"------''-'-

q sinh sq' sinh seq + q') 

X [p(q) + p(q') - p(q + q')] 

+ t fdq, IM(q; q', q - q')J2 

X -'cq '--,--( q!----'qc..::') sinh sq 
q sinh sq' sinh seq - q') 

x [p(q) - p(q') - p(q - q')l), 

where s = Iic/2kT and q and q' are the magnitudes of 
the corresponding vectors, k is Boltzmann's constant, 
and c the velocity of sound in the medium. 

In the last expression the right-hand side can be 
made a single integral if the range of the variable q' 
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is extended to negative values. Together with this 
extension of the variable, we define 1 M(ql; q2, q3)1 2 to 
be an even function of its arguments and p(q) to be 
odd. This last definition is, in fact, a condition on the 
eigenfunctions that they vanish at the origin. It is seen 
from (2) that this condition avoids the appearance of 
a chemical potential. We also use the fact that for 
collinear processes M is symmetric with respect to 
interchange of its arguments. All this and some 
rearrangements give the equation the form 

v 100 

;.p(q) = 161Tn2c -00 dq' IM(q, q', q - q')1
2 

q'(q - q') sinh sq X ..o.....o...!...-----,,--,-

q sinh sq' sinh seq - q') 

X [p(q) - p(q') - p(q - q'»). 

Because of the symmetry of the kernel, the last two 
terms in the square bracket are equivalent, and we can 
give this expression the more convenient form 

p,cp(q) = I'(q)cp(q) - 21: K(q, q')rp(q') dq', (3) 

with 

,2 , ,2 q - q' 
K(q, q ) = s IM(q, q , q - q)1 . h ( 1 ' 

sm s q - q) 

I'( ) = 100 

K( ') q' sinh sq d 1 q q, q . h 1 q , 
-00 ~n sq q 

and 

( ) 41Tn4c3
.1e 

rp(q) = !!-£-!L, p, - ----
smh sq - V (kT)2 . 

This equation has been published previously by one 
of the authors.6 The integral operator on the right is a 
nonnegative linear transformation whose eigenvalues 
can be chosen all real. This constitutes an H theorem 
for the system since it means that all modes decay. 
The eigenvalues thus lie on the real line between zero 
and infinity. The eigenfunctions are orthogonal to 
each other. 

The detailed structure of the spectrum depends on 
the choice of IM(ql' q2, q3)12. For long wavelengths, 
this quantity is proportional to its arguments. 7 This 
makes (3) quite hard to solve since the assumption of 
M being an even function of the arguments introduces 
absolute values in the kernel. To solve Eq. (3), we shall 
then assume that IM(ql' q2, q3)1 2 has a constant 
average value that we shall denote by (M2;. The 
coupling between individual phonons is thus made 
independent of their energy, in analogy with Max­
wellian molecules. This is not a perfect analogy since 
our assumption does not give a frequency-independent 

collision rate. Nevertheless, for the sake of giving a 
name to our model, phonons allowing this assumption 
are then called Maxwellian phonons. We shall see in 
the next section that their normal decay spectrum can 
be analyzed in full detail. 

III. RELAXATION RATES AND 
RELAXATION MODES 

An immediate solution of (3) independent. of the 
form of the interaction is p(q) = q. The orthogonality 
of this solution to all others implies that the energy 
content of each normal mode is zero, a statement of 
conservation of energy for the system. This solution 
does not relax since it corresponds to the eigenvalue 
A = O. It merely modifies the temperature of the 
system, as is readily seen by substituting the eigen­
function in expression (2). In our case the eigenvalue 
zero is expected to be nondegenerate since, under the 
particular assumptions adopted, conservation of 
momentum coincides with conservation of energy. 

For Maxwellian phonons, as defined earlier, (3) 
reduces to 

p,cp(q) = t(1T2 + s2q2)cp(q) 

2 21 00 

q - q' ( ') d' (4) - s . h ( ') cp q q, 
-OC; sm s q - q 

where 

p, = p,/(M2). 

We have performed the integration in the multiplier 
I'(q) and transferred a constant to the left-hand side. 
Taking the Fourier transform of (4), we get 

'IJ'(X) = 1: rp(q) sin qx dq. 

This is a Schrodinger-type differential equation for a 
shallow symmetric potential well. Since the potential 
is an even function, the solutions to this equation can 
be classified into functions of even and odd parity. 
Since parity is preserved under Fourier transforma­
tion, we need' only the odd solutions of (5), given by 

'lJ'a(x) = sinh (~:) cosh-
3 (~:) 

X 2Fl( -1 + irr., -1- irr.;j; -sinh
2 (~:)); 

(6) 

2Fl is the hypergeometric function and 

rr. = 1T-1(3p, - 1T2)!. 
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A solution that vanishes at infinity is found if the 
series is terminated after the first term. This corre­
sponds to oc = i, or A = O. The Fourier transform of 
this solution is 

(
1ss:;)! q2 

!Pi(q) = -4 -'-h-' 
7T SIn sq 

(7a) 

which is the same solution found by inspection of 
Eq. (3). This is the only solution belonging to the 
discrete spectrum. Hence, we conclude that there is no 
relaxing normal mode in the discrete spectrum and 
that the nonrelaxing solution that corresponds to 
energy-momentum conservation is unique. 

The continuum spectrum extends from oc = 0 to 
infinity. In this region the solutions (6) are all real, and 
they oscillate for large values of Ixl. Their Fourier 
transform is given by 

(
2 )-! 

cp,(q) = ; (1 + 4oc2)(9 + 4oc2)(1 + oc
2

) 

X [R,(q) - R.( -q)], (7 b) 
where 

R ( ) = p 1. ss2q2 - 7T\1 + oc
2

) 

• ,q 2' h ( ) 7T sm sq - 7TOC 

- 7Toc(11 - 4oc2)o(sq - 7TOC). 

In this expression P stands for the Cauchy principal 
value. The functions are normalized in the space of 
(5), where they form a complete set for odd square­
integrable functions.s They are defined for all real 
values of q, but since they are odd, no generality is lost 
if the definition is restricted to the nonnegative part of 
the real axis. 

All the functions (7b) have a pole for q = (7T/S)OC, 
except for the special case of oc = t. For this singular 
value of q, the unbounded multiplier r(q) in Eq. 4 
becomes equal to the corresponding eigenvalue fl. 

IV. CONCLUDING REMARKS 

(7a) and (7b) may appear hard to work with. 
However, in the Fourier transform space of (5) the 

mathematics is quite simple. This should allow us to 
expand a small departure from equilibrium that 
vanishes at the origin, but is otherwise arbitrary, in 
terms of the complete set of solutions of (5). The 
exponential time factor can then be inserted in the 
expansion and finally the whole expression trans­
formed back to wavenumber space. In this way and 
under the restrictions imposed by the model, a time­
dependent solution to (I) can be found for given 
initial conditions. 

The way in which (M2) should be estimated in an 
application is still obscure, because the assumption 
of its constancy does not agree with the facts. For 
long wavelengths it involves an average over a product 
of wavenumbers that will probably have to be 
estimated on purely physical grounds. 

Note added in the proof" The expression (6) can 
be given a closed form. Known identities for hyper­
geometric functions permit changing the first argu­
ment of 2Fl to -3. It thereby becomes a cubic 
polynomial. Apart from a factor, the expression (6) 
then reads 

!pix) = cos (OC7TX/S)[~ tanh3 (7Tx/2s) 
- G- + 4oc2) tanh(7Tx/2s)] 

+ sin (rX7Tx/s) [Soc tanh2 (7Tx/2s) - t oc(1 + oc3)]. 
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It is shown that, for a local Poincare covariant quantum field theory in which the usual relation 
between the TCP symmetry and spin-statistic holds, the dimensionality of space-time should be even. 
Furth~r plausibility arg~me~t~ are present.e~ i~ favor of the observed dimensionality, on basis of the 
followmg factors: (I) simplicity, (2) relativistic local quantum field theory, (3) general relativity, (4) 
the nature of some observed interactions, (5) classical mechanical force concept. 

INTRODUCTION 

Recently Rosen l has attempted to show that if 
one requires the existence of a rep operation for an 
n-dimensional Dirac equation, then n can only be 
even. The basic point of his argument is the following. 
Since the Dirac equation corresponds to a double­
valued representation of a (pseudo-)orthogonal 
group, one must use elements of a Clifford algebra. 
The irreducible set of Clifford matrices of dimension 
2m have a maximum subset of 2m + 1 anticommuting 
matrices. These could be used for either 02m or 02m+1' 

Now the rep operation changes the sign of all the 
2m or 2m + 1 coordinates in the respective cases; 
hence, in order for the rep symmetry to exist for a 
Dirac type equation, one must have one matrix which 
anticommutes in the respective cases with 2m or 
2m + 1 anticommuting Clifford matrices. This is 
clearly impossible for 02m+I' One could, of course, 
argue that, if one uses higher-dimensional Clifford 
matrices, one would have large number of anticom­
muting matrices and hence rep operation is possible 
even for odd dimensions. However, this argument 
is fallacious, as the set of such Clifford matrices is 
reducible. One can in this case by a unitary trans­
formation reduce the higher-dimensional equation 
into the direct sum of the lowest-dimensional equa­
tion with itself. To avoid any confusion on this 
point, we note that in the general proof of the spin­
statistics theorem2 one requires that the fields belong 
to irreducible, finite-dimensional real representations 
of the covering group of L~ (the fields themselves 
do not have to be real). These are given by D(l.lrl E8 
D(k.ll and D(k.kl. Considered over the field of complex 
numbers, the first of these are not irreducible.3 In 
particular, the four-component Dirac equation is 
irreducible only as a real representation. The require­
ment of reality of the representations is connected 
with the precise form of the assumption of locality 
(commutation or anticommutation for spacelike 
separations). 

One can further clarify this point by considering the 

proof of the rep theorem in the abstract field theory 
approach, where it becomes trivially clear that the 
dimensionality should be even. In this approach the 
important point is that the operation rep is con­
tinuously connected to the identity in L+(4, c), thereby 
connecting the otherwise disjoint real groups Li(4, R) 
and LJ,(4, R). For this connectivity, it is essential that 
the operation rep should have "determinant" + 1 , 
which is not the case for odd dimensions. The group 
L+(n, c) is indeed connected for both even and odd n. 
To see the essential difference between the even and 
odd dimensions, let us decompose L(n, c) into its 
constituents for the two cases. For even dimensions, 

L(n, c) = L+(n, c) + PL+(n, c), 

L+(n, R) = Lt(n, R) + prL~(n, R), 

where P and r are the diagonal matrices with com­
ponents 

P = (-1, -1,"', -1; +1), 

r= (1,1,"',1; -1). 

For odd dimensions (n = 2m + 1), 

96 

L(n, c) = L+(n, c) + TL+(n, c), 

L+(n, R) = Ll(n, R) + ()L~(n, R). 

() and r are diagonal matrices with components 

e = (1, 1,'" , 1, -1; -1), 

T = (l, 1, ... , I; -1). 

The operation corresponding to parity consists in 
changing the sign of the 2m spatial coordinates. This 
can be accomplished continuously within Ll(n, R) 
by performing rotations of magnitude 'TT in m orthog­
onal, spatial planes. Parity is therefore not a discrete 
operation. The operation of changing the sign of all 
the coordinates is thus equivalent to a "parity rota­
tion" followed by T. The determinant of such a 
transformation is clearly -1, and it is clear4 that this 
operation is not contained in L+(n, c). In fact, one 
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can go further to give plausibility arguments in favor 
of the dimensionality of space-time as four. 

Suppose we admit that the dimensionality is even, 
N = 2n; then for the "spinor group" Ccovering group) 
we need elements of the Clifford algebra of dimension 
2N. Since N is even, one can represent the Clifford 
algebra of linear transformations on a vector space 
of dimension d = 2". The group of automorphisms of 
this space is SLC~d; C); only for N = 4 does this 
exactly coincide with the N-dimensional Lorentz 
group. In any other case, there result considerable 
algebraic complications. 

Since TCP is a discrete operation, there is another 
way of looking at the problem, by studying the 
embedding of the discrete symmetry TCP in some 
continuous group GCTCP) and the connection of the 
latter with the Lorentz group. This problem we have 
studied elsewhere for the 4-dimensional Lorentz 
group5: We have shown there that if D is a discrete 
symmetry operator, {Cl, C2 , ••• , CN } a "complete 
commuting set" of operators, and if M ( < N) of these 
change sign under D, then D is continuously con­
nected to the identity in the group G(D, 4) = 
SU2 ® SU2 ® ... ® SU2 (M times). Actually, what 
was shown is that for such a D there are 2M possible 
"generators" Q such that D = exp (i7rQ) for anyone 
of these D's; and the 2M D's together with the M 
commuting C's which change sign under D constitute 
a Lie algebra isomorphic to the Lie algebra of SU2 ® 
SU2 ® ... ® SU2 (M times). We explicitly demon­
strated this for the operators of parity, time reversal, 
charge conjugation, and TCP. In particular for the 
TCP operation in four dimensions, we find that only 
two of the complete commuting set of operators 
change sign so that TCP is continuously connected 
with respect to the group G(TCP, 4) ""-' 0 4 ""-' SU2 ® 

SU2 • Now if we take the complex Lorentz group, 
its maximal compact subgroup M(4, c) is just 0 4 ; so, 
in the 4-dimensional complex Lorentz group, TCP is 
continuously connected to the identity in its maximal 
compact subgroup, i.e., M(4, c) "" G(TCP, 4). 

Now suppose that space-time is a 2n-dimensional 
Minkowski space. Then,in the connected component 
of the complex Lorentz group L+(2n, c), the two 
disjoint subgroups Ll(2n, R) and L~(2n, R) are con­
nected continuously via the TCP operation. Since 
02n, n ~ 2, is not semisimple, from what we have 
said above about the connectivity properties of a 
discrete symmetry operation, it follows that the real 
group G(TCP; 2n), in which TCP is connected con­
tinuously to the identity, is only a subgroup of the 
maximal compact subgroup M(2n, c) of L+C2n, c). 
These two subgroups G(TCP:2n) and M(2n, c) 

coincide only if n = 2, i.e., the dimensionality of 
the space-time is four. 

This may also be seen by the following construction. 
Let the space be of 2n dimensions, isotropic and homo­
geneous. Then the rank of the symmetry group is n. 
The sum of the squares of translation generators is a 
Casimir invariant. One can find n - I generators 
which can be simultaneously diagonalized with it and 
which together with a "charge operator" form a set 
of n-commuting operators which change sign under 
TCP; this essentially defines the TCP operation. It 
then follows from the connectivity property of a dis­
crete symmetry operation that TCP is continuously 
connected to the identity with respect to the group 
(or one locally isomorphic to it) G(TCP; 2n) "" 
0 3 ® 0 3 0 ... ® 0 3 , n-fold, which has 3n generators. 
On the other hand, the maximal compact subgroup 
M(2n, c) of L+(2n, c) has n(2n - I) generators. 
Therefore, in order for TCP to be continuously 
connected to the identity in L+(2n, c), we must have 
3n ~ 2n2 - n, or 2n ~ n2• Equality obtains only for 
n = 2, i.e., the dimensionality of space-time is four. 
Thus from the point of view of economy of dimensions 
together with the TCP, the dimensionality of space­
time should be just four.4 

In the remaining part of this paper we shall sum­
marize other plausibility arguments in support of 
the dimensionality of space-time as four. 

1. STRENGTH OF THE FIELD EQUATIONS 

Given a set of fields, and the field equations (as 
partial differential equations) they satisfy, the fields 
are determined to an extent, but (in general) not 
completely. Thus, there remain certain free data. To 
characterize the free data, Einstein6 introduced the 
concept of the "coefficient of freedom" as follows. 
If we expand the fields in a Taylor series in the 
neighborhood of a point P, then the totality of its 
coefficients describe the field functions completely. 
Let N n denote the number of nth-order coefficients, 
and let M n be the number of conditions that the 
field equations or other constraints impose on the 
nth-order coefficients. The number of nth-order 
coefficients remaining free is 

Z = N n - Mn = N,,(1 - Mr,,/N,,). 

Let us expand: 

I - Mn/Nn = I + zl/n + z2/n2 + .... 
Then Zl is defined as the "coefficient of freedom." 
Einstein remarked on the fact that, for empty space, 
Maxwell equations and Einstein equations of general 
relativity zlhavethe same value 12 for the space-time 
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dimensionality of four, whereas the Klein-Gordon 
zero-mass scalar field leads to a different value. Penny? 
has shown that, of the two zero-mass neutrino equa­
tions of Dirac and Weyl, only the latter gives ZI = 12 
for the space-time dimensionality of four. Hence, if we 
make a virtue out of this to demand that in the ab­
sence of any other criteria the coefficient of freedom 
should have the same numerical value for various 
field equations describing physical phenomena, we are 
led to conclude that the space-time dimensionality 
is four. 

2. VARIATIONAL PRINCIPLE AND UNIQUE­
NESS OF THE EINSTEIN EQUATIONS 

Suppose we assume that the gravitational phe­
nomena are to be described in terms of the metrical 
properties of space-time. It is then natural to assume 
that the trajectory of a test particle is given by the 
geodesic equation; the Christoffel symbols therefore 
play the role of the field components of intensity. 
Under coordinate transformations these transform 
linearly but not homogeneously. As a result, by a mere 
coordinate transformation they can be made to vanish 
at a point. It is thus desirable to have field equations 
that are tensor equations. Since the Christoffel sym­
bols are of the first order in gllv (the metric tensor), 
the Lagrangian should at most be of the second order 
in gllv: 

L = L(g/lV' g/lv.,P g/l.,aP)· 

The resulting Euler-Lagrange equations will be of the 
fourth order in general. 8 But for the lower dimen­
sionalities the following holds8 : 

(a) n = 4; there is one third-order Euler-Lagrange 
equation; 

(b) n = 2, 3; there are no third-order Euler­
Lagrange equations; 

(c) n = 2, 3, 4; the only second-order .Euler­
Lagrange equation are the Einstein equations. 

Thus if we demand that the field equations be of 
second order, then n ~ 4. If n ~ 3, then the connec­
tion between curvature and gravitation envisaged in 
Einstein's theory breaks down. This may be seen as 
follows. For n = 2, the Riemann curvature tensor 
has just one independent component, and the space is 
both conformally and projectively fiat. 9 If we con­
sider n = 3, the Riemann curvature tensor has six 
independent components. In both cases, the con­
tracted curvature tensor has the same number of 
components as the Riemann tensor. Hence the 
vanishing of the contracted curvature tensor is 
sufficient to insure that the space is fiat. In case of 

the Einstein field equations, outside a material body 
we get 

contracted Riemann tensor = O. 

For 11 ~ 3, this implies, from what we have said above, 
that the space (outside the material point) is fiat and 
there is no gravitational field outside the material 
point, If we therefore accept Einstein's viewpoint on 
gravitation (connection between curvature and gravi­
tation), the dimensionality of space-time should be at 
least four. We note parenthetically that if one con­
siders the inverse-square law of force for electrostatic 
and gravito-static interactions as something basic, then 
the dimensionality of space has to be three (and 
of space-time four) if the field equations for the po­
tentials are of the second order. For instance, if one 
considers the Schwarzschild type metric in a (n + 1)­
dimensional space-time (ocs = sin 0"'_1) 

ds2 = f dt 2 
- dr2Jf - r2[dO~ + oc; dOi + (OC1OC2)2 

X dO~ + . .. + (oc i ... OCn_ 2)2 dO~_2] 

together with the Einstein field equations, one finds 
that 

It is well known that attractive potentials rp(r) ,...., r-m , 

for m ~ 2, do not give rise to well-behaved bound 
states. Such potentials are to be rejected if one requires 
that there exist bound states of matter. 

3. EQUIVALENCE OF A GEODESIC IN FORCE­
FREE CURVED SPACE AND FORCE 
EQUATION IN FLAT SPACE-TIME 

There is an interesting connection between the 
concept of force and the concept of time. If one con­
siders a homogeneous, isotropic space, then the sum 
of the squares of the translation generators is an 
invariant. In the presence of external "forces" this 
is no longer the case. For certain types of forces, 
however, the sum of the squares of the translation 
generators plus a certain "potential" function describes 
the development of the system in "time." The "poten­
tial" function then describes the "force" completely. 
An alternate way of looking at it is as follows. 

Consider the motion of a "test particle" in a three­
dimensional affinely connected space; one can repre­
sent it by the equation of a geodesic: 

d 2Xi . dX i dXk 

dS2 + r}k dS dS = O. (1) 

If one further assumes the validity of the "Pythag­
orean theorem" so that dS is determined by 

(2) 
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then qk are completely determined in terms of the 
gij' On the other hand, in mechanics one is used to 
considering the equations of motion in a (3 + 1)­
dimensional space-time together with the concept 
of force: 

where gil is the metric tensor of a flat 3-dimensional 
space and t is the time parameter. More generally, 
one can consider the equations of motion in the form 

d2Xi _ dX J dXk aTi } 

df + r~kdtdt = - ax} , (4) 

where Tii is a symmetric tensor. It is amusing to 
note that the system (3) can always be replaced by 
the system (I) and (2) by choosing for example10 

,i r-,i ac/> -Ii at at 1- +-g--
ii, - ik ax l axi axk ' 

(5) 

irrespective of what field equations ¢ may satisfy. On 
the other hand, (4) cannot in general be replaced 
by the system (I) and (2) unless the dimensionality 
of space is three or less. The reason is that for three 
dimensions Tii has six independent components 
which may be determined in terms of the six com­
ponents of the Riemann tensor. This may be con­
sidered as an additional argument in favor of the 
dimensionality of space-time as four: viz., an arbi­
trary geodesic in a curved space assigned with a 
positive-definite metric can be looked upon as the 
motion of a particle under "force" in flat space­
time and vice versa, provided that the dimensionality 
of space is three. 

SUMMARY 

It is shown that, for the validity of TCP theorem 
as usually understood, the dimensionality of space­
time should be even. The following plausibility 
arguments are presented in favor of the dimensionality 
as four. 

(1) The smallest subgroup of L-j-(2n, c) in which 
TCP is continuously connected to the identity is a 
subgroup of 02n ,the maximal compact subgroup of 
L+(2n, c) provided 2n ~ 4. Hence, the requirement 
of economy of dimensions together with TCP lead to 
the space-time dimensionality as four. 

(2) If one requires that the strength of the field 
equations describing natural phenomena (of zero 

mass fields) should be the same, then one finds that 
for Maxwell (electromagnetic), Einstein (gravita­
tional), and Weyl (neutrino) equations this is so only 
if the dimensionality is four. 

(3) If the connection between curvature and 
gravitation envisaged by Einstein holds and the field 
equations are of the second order and derivable from 
a variational principle, then the dimensionality is four. 

(4) If the existence of bound states is an essential 
requirement and the field equations are of the second 
order, then the dimensionality of space-time is 
necessarily four. 

(5) If the trajectory of a test particle in space is 
considered as a geodesic in curved space, assigned 
with a positive definite metric, then this description 
is equivalent to a particle under "force" (derivable 
from a symmetric stress tensor) in flat space-time 
provided the dimensionality of space is three. 

Note: Since this paper was completed, there has 
appeared a paper by I. M. Freeman [Am. J. Phys. 
37, 1222 (1969)] on the dimensionality of space. This 
paper is an adaptation of an earlier work of W. BUchel 
[Physik. Bl. 19, 547 (1963)], and gives reference to 
an important paper by F. R. Tangherlini [Nuovo 
Cimento 27, 636 (1963)], which gives several reasons 
for the dimensionality of space as three. 
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Beginning with an intuitive consideration of sequences of measurements, we define a time-ordered 
event space representing the collection of all imaginable outcomes for measurement sequences. We then 
postulate the generalized distributive relation on the event space and examine the class of measurements 
for which this relation can be experimentally validated. The generalized distributive relation is shown 
to lead to a a-additive conditional probability on the event space and to a predictive and retrodictive 
formalism for stochastic processes. We then show that this formalism has a predictive and a retrodictive 
representation in a separable Hilbert space:le, which has no counterpart in unitary quantum dynamics. 

INTRODUCTION 

A recent series of papersl - 6 has developed the idea 
that much of the formal mathematical structure of 
physical theory can be deduced directly from the 
statistical nature of experimental data. The present 
paper presents that portion of these studies which 
bears directly on the evolution of irreversible physical 
processes. 

We begin the study of the evolution of a system by 
insisting that if we are to say we have observed the 
dynamic behavior of the system, then we must 
monitor the system by a sequence of time-documented 
measurements {Mo ----+ Ml ----+ M2 ----+ ••• ----+ MrJ· 

With each of the measurements in the sequence, we 
associate in our mind a collection of possible out­
comes, the collection being determined, of course, by 
the properties of the measuring apparatus. We may 
also associate a collection of possible outcomes with 
the entire measurement sequence. 

We assume that all experimental data is statistical 
in nature, i.e., each outcome in the collection of 
possible outcomes is a random event. This assumption 
leads us to consider probability theory as a mathe­
matical model for the kinematics of a system. 

Since our imagination, at least for physical­
experimental situations, seems to be conditioned by 
conventional logic, we will assume that a a-algebra 
describes the collection of imaginable outcomes 
(event space) of a measurement and that the frequency 
of outcomes can be described by a a-additive measure 
of unit norm whose domain is the a-algebra. 

This approach does not differ from conventional 
approaches except, as we will show, in the definition 
of the a-algebra of possible outcomes for measure­
ment sequence and the conditional probability 
defined on this a-algebra. 

We will show that an equivalence relation must be 
defined on the a-algebra for the measurement 
sequences in order to obtain the predictive and 

retrodictive random walk formulation for stochastic 
processes. This equivalence relation, the generalized 
distributive relation, is empirical in nature and is not 
deducible from the logical structure of the mathe­
matics describing the measurement sequence. 

We will then show that the predictive and retro­
dictive random walk formulations for the dynamics 
of a physical system have representations in a 
separable Hilbert space Je, which differ considerably 
from the conventional quantum representation. It 
appears that the dynamical laws of conventional 
quantum theory are not the most general representa­
tion of the random walk formulation in .le. 

THE MEASUREMENT 

For the sake of clarity and brevity in the following 
discussions, we will begin by defining the measurement 
process. 

We assume that an experimental situation may be 
completely described by a countable, functionally 
independent set of real-valued functions (jl,f2 , 
f3' ... ), which may be arbitrarily partitioned into two 
functionally independent sets; one set, a K-tuple 
(j~ ,f~, ... ,f~J describing the results of K simul­
taneous measurements, and one set (j~ ,/~ ,f~ , ... ) 
describing the environment conditioning the measure~ 
ment. (This simply states that we must be satisfied to 
determine a finite number of system properties.) 

We suppose that a measurement is always limited 
to some finite resolution, and thus each off~ ,j;, ... , 
/K has a countable range R", R'2' ... , R'K' respec­
tively. Since each of /~ , /;, ... ,f~( has a countable 
range, there exists a countable collection 

of K-tuples of real numbers (denoted {Pkh=1.2.3 .... ) 
which contains all possible K-tuples of real numbers 
in the range of (j~ ,f;, ... ,f~d. 

100 
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Such assumptions lead us to make the following 
definitions: 

A measurement of a system is an operation per­
formed on a system which assigns a configuration 
A EO {Ah~I.2.3 .... to the system. 

The spectrum of a measurement is the collection of 
all possible configurations {Ah~I.2.3 ..... For example, 
if we are interested in the pressure and volume of a 
system, then a configuration assigned to the system 
is a 2-tuple of real numbers (Pi, Vi) in the range of 
the functions P and V, respectively. 

We may now define the event space as the collection 
of all imaginable outcomes for a measurement. Let 
C i denote the spectrum of a measurement process Mi' 
The event space {Ei(C)} is the a-algebra7 of subsets 
of C i • The motivations for such a choice for the 
event space are discussed in several texts8 •9 ; argu­
ments against such a choice have been discussed by 
Jauch.lo We will assume the a-algebra to be a valid 
representation since as we will see there seem to be 
many physical situations for which the a-algebra is 
appropriate and yields results not obtainable by 
conventional quantum theory. 

Here we will refer to the members of {Ei(Ci)} as 
events and define the probability for an event as a 
a-additive measure P of unit norm on {Ei(C,)}, Such 
a function has the following properties: 

(i) If E EO {Ei(Ci)}, 0 ~ pee) ~ 1; 
(ii) P(~) = 0; ~ is the null event corresponding to 

the empty set in {Ei(Ci)}; 
(iii) P(Ci ) = 1; Ci = U~~l (Pk,) (set union is inter­

preted as logical or); 
(iv) if {E j }H.2.3 .... is a disjoint sequence of sets in 

{Ei(C,.)}, then 

PCQEi) = ~IP(Ei)' 
There is a much wider agreement on the properties 

of P than the event space because of obvious physical 
interpretations. Axioms (i) and (ii) follow from the 
operational definition of probability. Axiom (iii) 
simply states that some value in the spectrum must be 
obtained as a result of M i , and axiom (iv) is the 
mathematical statement of the familiar mutually 
exclusive rule in probability theory. 

With this brief introduction we may now consider 
sequences of measurement operations. 

SEQUENCES OF MEASUREMENTS 

We wish now to consider the time-documented 
sequence of measurements {Mo -->- M I ....... M2 ....... • ......... 

M IJ. By time documented we mean Mi occurs at ti 
and, in case i < j, then ti < t j' Since each Mi has 

an associated event space {Ei(Ci )} , the collection of 
all imaginable outcomes for the ordered sequence 
{Mi};~I.L is a physically meaningful notion; thus 
we proceed to define the event space {E(C)} for 
{Mi}i~I.L' Let C denote the Cartesian product space 
for the sequence of a-algebras {{Eo(Co)} ....... {EI(CI)} ....... 
{E2(C2)} ....... • ......... {EL(CL )}}, i.e., 

C = {Eo(Co)} @ {EI(CI)} <2' ••. r:;:; {EL(CL)}. (1) 

{E(C)} is the event space for {Mi};~I.L means that E 
is an event in {ECC)} only in case E is a subset of C. 

That {E( C)} contains the imaginable paths of 
outcomes for the measurement sequence can be seen 
from recognizing that {E( C)} contains the collection 
{Sn} of simple paths {(Pk ....... PI< ................. A)} (which 

O,L 

are read as "A. occurred, thenpk occurred, then,' .. , 
o I 

then P,"'L occurred"), the compound paths such as 

{ ( 

10 II 7L) } U Ao ....... U A, ................. U PkL ' 
ko~l I,,~l kL~l 

and the unions and intersections of the compound 
paths, for example, 

Notice that, in contrast to the usual route in proba­
bility theory,S we have not defined {E(C)} to be the 
Cartesian product space of the a-algebras {Eo(Co)} @ 

{EI(C1)} @ ••• @ {EL(CL)}. Such a choice is not the 
most general one since it requires that set operations 
in {E( C)} be defined in terms of set operations in 
{Ei(C,)}. For our definition of {E(C)} we see that C 
does not form a a-algebra since it contains no unions 
of members of C. However, by choosing an equiva­
lence relation between members of C and the compli­
ment of C in {E(C)}, one can "induce" a a-algebra on 
C. As we shall see in the next section, such a choice is 
empirical and seems necessary in order to produce the 
stochastic process. 

PROBABILITY ON {E(G)} 

We now turn our attention to probability functions 
on {E(C)} and, in particular, conditional probabilities. 
We will asstime in the following discussions that the 
environment for the sequence {MJi=I.L is fixed and 
described by q. We will tacitly require that all proba­
bility functions on {E(C)} be conditioned by q. 

The unit norm condition for P on {Ei(Ci)} is given 
by 

P(Ci ) = 1, (2) 
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FIG. 1. Electron gun apparatus. 

which was interpreted as the probability for some 
event to occur during Mi. In view of this, it would 
seem reasonable that, for the sequence of measure­
ments, 

P(CO-C1 -···-CL ) = I (3) 

and, for the simple paths {Sn}n=1.2 .... in {E(C)}, 

P(Q1Sn) = 1, (4) 

which is interpreted as some simple path must occur. 
In order for (3) and (4) to be true, we must postulate 
the following relation: 

If 

both 

then 

(Eo -- E1 _ ... - E; U E7 _ ... - EL ) 

= (Eo - E1 - ... - E; - ... - E L) 

U(Eo-E1-···-E7-···-EL ). (5) 

We will also require the class of measurements that 
we are investigating to obey 

P«A6 - Pk,-··· - Ai-··· - AL) 
() (Ao -- A, - ... - Ai' - ... - A L ) 

{
a, k; ¥: kj 

= peA _p' _ .. . _p' _ .. . _p' ) 
~ ~ ~ h' 

k; = kj , (6) 

which simply states that only one configuration may 
be obtained as the result of a measurement. State­
ments (4), (5), and (6) must be a posteriori in nature, 
not derivable from any a priori consi~eration. To 
clarify this point, consider the following measurement 
situation. 

The schematic in Fig. I describes two electron guns 
Gl and G2 firing at a fixed target M. These electrons 
are scattered from M and detected at Dl or D2 • The 
entire apparatus is placed in a cloud chamber so that 
the track of each electron can be monitored if desired. 

Such a device will serve to examine the generalized 
a-algebra {E(C)} and Eqs. (5) and (6). 

Let Mo denote detection of the firing of the guns, 
M1 denote detection of scattering from the target, 
and M2 denote detection at Dl or D2. We may now 
build {E(C)} for the sequence {Mo - Ml -- M2}. 
The a-algebras {Eo(Co)}, {E1(C1)} , and {E2(C2)} are 
given by 

{Eo(Co)} = {(G1), (G2), (G1 U G2), (G1 () G2), 0}, 

{El (C1)} = {M, 0}, (7) 

{E2(C2)} = {(Dl), (D2), (D1 U D2), (Dl () D2), 0}. 

C as defined earlier is given by the Cartesian 
product space {Eo(Co)} (8) {El(Cl)} (8) {E2(C2)}, and 
{E(C)}, the event space for {Mo - M1 - M2}, is the 
a-algebra of subsets of C. 

If we form {E(C)} by the prescription given above, 
we see that {E(C)} contains events such as (G1 -

M-~, ~-M-~, ~-M-~,~ 
(G2 - M - D 2), the union of these [(G l - M -- D 1) U 

(G1 - M - D2) U (G2 - M - D1) U (G2 --+ M -
D2)], and (G1 U G2 - M - Dl U D2)' It is quite 
natural to interpret each of the events in the collection 
{(G i - M - Di )} as the event for a certain simple 
path to be observed in the cloud chamber. The union 
of these simple paths would, of course, be interpreted 
as the event for one or another of the simple paths 
to occur. However, the event (G1 U G2 --+ M­
Dl U D2) would appear to have no simple interpre­
tation as an event independent of the events for 
simple paths. [The event (G1 U G2 - M - Dl U D2) 

seems a likely candidate for a "superposition" event 
defined by Jauchlo if the a-algebraic structure of 
{E(C)} is modified. This investigation will constitute 
another paper.] 

We do see, however, that Eqs. (3) and (4) can be 
satisfied for {E(C)} only in case Eq. (5) is valid on 
{E(C)}. Equation (5) defines the event (G l U G2 -

M --+ Dl U D2) in terms of the simple paths in 
{E(C)}, i.e., by Eq. (5) 

(G1 U G2 - M - Dl U D2) 

=~-M--+~U~U~-M-~U~ 

= (Gl - M - Dl ) U (G l - M - D2) 

U (G2 - M - Dl U D2) 

= (G l - M - Dl ) U (G l - M - D2) 

U (G2 - M - Dl ) U (G2 - M - D 2), (8) 

and therefore the requirement for {E(C)} that P(C) is 
unity is consistent with Eqs. (3) and (4). 

We will call Eq. (5) the generalized distributive 
relation of the set operation •. with respect to the 
ordering operation -. We see that this relation is 
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a posteriori in nature, i.e., it is not required by the 
structure of {E(C)}. Only when we require Eq. (3) or 
Eq. (4) to be valid must we require the generalized 
distributive relation. The validity of Eq. (4) can be 
tested only if each of the simple paths are observable; 
thus the generalized distributive relation is ultimately 
a posteriori in nature. 

It should be evident that Eq. (5) "induces" a a­
algebra on C and thus reduces {E(C)} to the conven­
tional a-algebra of simple paths. [If Eqs. (3) and (4) 
are to be consistent with the requirement P(C) = I, 
then the generalized distributive relation must be valid 
for both union and intersection with respect to 
ordering.] We will see, however, that the generalized 
notation obtained from generalizing {E(C)} leads to 
some new notions in stochastic processes. 

Let us return to the experiment of Fig. I, assuming 
that the generalized distributive relation is valid for 
this experiment. We see, in general, that the proba­
bility for GI n G2 and DI n D2 is nonzero. However, 
if we suppose that GI and G2 never fire simultaneously 
and that DI and D2 never detect simultaneously, then 
Eq. (6) is satisfied; thus we see that Eq. (6) is a 
requirement motivated by a posteriori knowledge. 

From Eqs. (6) and (8) and the additive property of 
P, we see that 

P(GI U G2 ---+ M ---+ DI U D 2) 

= P(GI ---+ M ---+ D I ) + P(GI ---+ M ---+ D 2) 

+ P(G2 ---+ M ---+ D I) + P(G2 --+ M ---+ D 2), (9) 

from which we conclude that 

P(GI U G2 ---+ M ---+ D j ) 

= P(G I ---+ M ---+ D j) + P(G2 ---+ M ---+ Dj); (10) 

thus we are provided with the definition 

P(D j )';;' P(Co ---+ CI ---+ D j ) = I P(Gi ---+ CI ---+ D j ) 

i~I.2 (11) 

for the unconditional probability to detect a particle 

at D j' This definition may be generalized to an L­
term measurement sequence, i.e., for the L-term 
measurement sequence {Mo ---+ MI ---+ M2 ---+ ••• ---+ 

M L}, the unconditional probability for a result Pk 
during M i , 0 :$; i :$; L, is given by , 

P(Pk) ~ P( Co ---+ CI ---+ ••• ---+ Ai ---+ Ci +1 ---+ ••• ---+ C L) 

= P ( u"" p'. ---+ U"" p' ---+... ---+ p' ko kl ki 
k.~1 kl~1 

---+ U Pki+l ---+ •.• ---+ U PkL) . (12) 
ki+1~1 kL~1 

Thus, using the generalized distributive relation, the 
disjointness of the simple paths in {E(C)}, and the a­
additivity of P, we see that Eq. (12) may be written 
in the more familiar form 

00 00 00 00 

peA) = I I'" I I 
k.~1 kl~1 ki_l~1 ki+1~1 

00 

I peA. ---+ Al ---+ ••• ---+ Ai ---+ ••• ---+ A
L
), 

kL-~1 

(13) 

that is, the unconditional probability for Ai is the sum 
of the probabilities of all simple paths containing Ai' 

With a suitable definition of conditional probability, 
Eq. (12) provides the general mathematical structure 
for a stochastic process. Conditional probability on 
{E(C)} may be defined by analogy with the traditional 
definition. Conventionally, the probability for "E; is 
observed if E~ is observed" is given by 

pc(E:1 E~) £ peEl n E~)/P(E~). (14) 

For the conventional event space, such a definition 
suffers from causal ambiguities; however, for the 
time-ordered event space such ambiguities disappear. 

In addition to the simultaneous events of Eq. (14), 
we wish to consider the conditional probability for 
the time-separated events Ei and E: ' i -:;f: j. By analogy 
with the conventional definition (14), we define 

peE; I Eli) £ P(Co ---+ CI ---+ ••• ---+ EJ---+ CHI ---+ ••• ---+ CL I Co ---+ CI ---+ ••• ---+ E7---+ Ci +1 ---+ ••• ---+ CL ) 

_ PC( CO ---+ CI ---+ ••• ---+ E; ---+ C j+1 ---+ ••• ---+ C rJ n (Co ---+ C1 ---+ ••• ---+ E~ ---+ CHI ---+ ••• ---+ C L». 
- P( Co ---+ C I ---+ • • • ---+ E ~ ---+ C i+1 ---+ • • • ---+ C L) , 

(15) 

we see that this is well defined, independent of the magnitude of i with respect to j. Let us examine this 
definition for the case where i < j and the case where i = j. 

When i <j, Eq. (15) becomes 

P«Co ---+ CI ---+ ••• ---+ Ci ---+ ••• ---+ E~ ---+ CHI ---+ ••• ---+ CL ) 

n (C ---+ C ---+... ---+ E k ---+ C· ---+... ---+ C ---+... ---+ C » p(E~1 E~)= ____________________________ ~~O __ ~I _________ '~ __ ~'+~I ________ ~J~' ________ =L~; 

P( Co ---+ C I ---+ ••• ---+ E ~ ---+ CHI ---+ ••• ---+ C j ---+ ••• ---+ C L) 
(16) 
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thus peE: IE;'); i < j has the obvious interpretation "the conditional probability for the event E! to occur 
at time tj if E; is known to have occurred at an earlier time t i ." 

Now P(Et I EJ) is also well defined by Eq. (15), Let us examine the nature of this conditional probability. 
Equation (15) yields 

P(E~ I EJ) 

P«Co -+ C I ->- . , . ->- E~' -+ Ci+1 -+ . , . -+ C j -+ . , . -+ C L) n (Co -+ CI -+ . , . -+ Ej -+ CHI ->- ... -+ C L» 

P(Co -+ CI -+ . , . -+ C -+ ... -+ EJ -+ CHI -- ' .. ---->- C L) 

which, in view of the nature of the sequenced event 
space, can only be interpreted as "the conditional 
probability for the event E~ to occur at ti if E! is 
known to have occurred at a later time tj ." 

In case i = j, we see from Eqs, (16) and (17) that 
our definition of Eq. (15) is the analog of the con­
ventional definition given by Eq. (14), 

It is our claim, and we discuss this more fully in the 
sections to follow, that the sequenced formalism 
clearly distinguishes and defines both "types" of 
conditional probabilities as given in Egs. (16) and (17). 
We will demonstrate that the conditional probability 
of Eg. (17) can be the "inverse" or "time-reversed" 
form of the conditional probability of Eq. (16) only 
in case the system follows a deterministic path 
through the measurement sequence, We also will see 
that P(E~ I Ef), i < j, is definable only because of the 
a posteriori nature of the data from a measurement 
sequence. 

(17) 

We will postpone this discussion until we have 
more fully developed the stochastic equations de­
scribing the measurement sequence, 

THE RANDOM WALK 

Now that we have developed the definitions for 
conditional probability and unconditional proba­
bility, we are able to consider the measurement 
sequence as a generalized random walk problem. We 
will, in this section, develop the random walk equa­
tion which determines the probability for the state­
ment, "the simple event A, is the outcome of M i , 

regardless of the outcomes of the rest of the measure­
ments in the sequence," in terms of the conditional 
probabilities of Ai with respect to the outcomes of 
other measurements in the sequence. 

We accomplish this by beginning with the definition 
in Eq. (12) of the unconditional probability. From 
this we may write 

peA) = I P(Co -+ CI -+ ... -+ Ai -+ C i +1 -+ ... -+ Pki -+ CHI -+ .. '---->- CL ), j > i. (18) 
ki 

Since the conditional probability is defined for each member of {E(C)}, we may write, from Eq. (15), 

Using the generalized distributive relation, we may reduce the numerator of Eq. (19) so that Eq. (19) 
becomes 

(20) 

Since the numerator of Eq. (20) is exactly the term inside the sum of Eq. (18), we may employ Eq. (20) to 
write Eq. (18) as 

P(Pki) = I P(PkJ I Pk')P( Co -+ CI -+ ... -+ Ai -- C i +1 ---->- ••• ->- C IJ (21) 
ki 

/ 

Before we "expose" this as the random walk equation, let us consider the unconditional probability for Ai. 
From Eg. (12), we may write 

peA) = I P(Co -+ CI -+ ... ->- Ai -+ Ci +1 -+ ... ---->- Ai -+ CHI -). ... ->- C L), j > i, (22) 
kj 
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and, as we saw in the development of Eq. (20), we may write from Eq. (15) 

, , P(Co~Cl~"'~Ai~"'~A;~Ci+l~"'~CL) 
P(Pk' \ Pic.) = A C C ) ,j > i, (23) 
., P( Co ~ C1 ~ ... ~ p,,; ~ HI ~ ... ~ L 

which allows us to write Eq. (22) as 

P(PkJ =.2 peA, \ A)P(Co ~ C1 ~ .• , ~ P"i 
lei 

~ C i +1 ~ ... ~ CL ), j > i. (24) 

In the simplified notation provided by the definition 
of unconditional probability, Eq. (21) may be written 

as 

peA;) = L P(A; \ Pk)P(P,J, j > i, (25) 
1,."i 

and Eq. (24) may be written 

peA) = .2 peA, I A)P(A), j > i, (26) 
kj 

which we will name the predictive random lI'alk 
equation and the retrodictive random walk equation, 
respectively. This is an obvious choice of terminology 
since Eq. (25) calculates probability distributions for 
events occurring at t j in terms of the probability 
distributions for events occurring at an earlier time ti 
and since Eq. (26) calculates probability distributions 
for events occurring at ti in terms of the probability 
distributions for events occurring at a later time t j' 

We may go a step further in adapting our notation 
to the standard notation by defining the predictive 
transition probability 

Tk;ki ~ peA; I A) 
= P(Pk; I Co~ C1 ~ ••• ~ Pk, 

~ ci+l ~ ... ~ C j ~ •.. ~ C L) (27) 

and the retrodictive transition probability 

T~iki ~ peA, I A) 
= peA, I Co ~ C1 ~ ••• ~ C i 

~ ... ~ A; ~ C HI ~ .•. ~ C L), (28) 

so that the predictive random walk equation becomes 

peA) = .2 Tlrik,P(A,) (29) 

'" 
and the retrodictive random walk equation becomes 

(30) 
kj 

We see from the preceding analysis that Eq. (29) 
is a generalized form of the conventional Markoff 
random walk equation. It is generalized in the sense 
that TI';k; is not Markoffian. 

We also see that Eq. (30) is not at all conventional 
since it implies that if we know the probability set 
{peA)} at ti and the set of retrodictive transition 
prob~bilities {T~k}, then we may calculate the 
probability set {P(A i)} even when ti < t j • Such a 
result is completely consistent with the a posteriori 
nature of data. We will discuss this property of data 
in the conclusion section of this paper. 

PROPERTIES OF THE STOCHASTIC PROCESS 

In this section we will examine the temporal 
behavior of the stochastic process in terms of pre­
diction and retrodiction. This examination will clarify 
the relationship between the predictive dynamics and 
the retrodictive dynamics and will provide a founda­
tion for our examination of the Je representation of 
stochastic processes. 

Each measurement pair M i, M j, i <), in the 
measurement sequence {Mo ~ Ml ->- ... ~ M L } de­
fines a collection of predictive transition probabilities 
{TH }, a collection of retrodictive transition proba­
biliti~s {T~k}, and a collection of simultaneous con­
ditional pr~b~bilities {TH ,}. 

T(j, i) is the predicti~e transition matrix for the 
measurement pair M i , M i , i <), means that T(j, i) 
is a matrix such that TH . is the kith-row and the 
kith-column element of T(j, i). 

T' (i, j) is the retrodictive transition matrix for the 
measurement pair M i , M j , i < ), means that T'(i,) 
is a matrix such that T~k is the kith-row and the kith­
column element of T' U: j). 

T(i, i) is the simultaneous conditional probability 
matrix for the measurement Mi means that T(i, i) is 
a matrix such that Tk,k/ is the kith-row and the k;th­
column element of T(i, i). 

We see then that an L-term measurement sequence 
defines tL(L + 1) measurement pairs M i , M i , i <), 
and thus defines ~L(L + 1) retrodictive transition 
matrices,~L(L + 1) predictive transition matrices, 
and L simultaneous conditional probability matrices. 

Let {T(), in denote the collection of predictive 
transition matrices, {T' (i, j)} denote the collection of 
retrodictive transition matrices, and {T(i, i)} denote 
the collection of simultaneous conditional probability 
matrices. Let {b(), i)} denote the collection of mem bers 
of {T(), i)}, {T'(i, i)}, and {T(i, i)}. 
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We will now investigate the conditions, if any, for 
the collections {T(j, i)}, {rei, j)}, and {bU, i)} to 
form either groups or semigroups with respect to 
matrix multiplication. 

First, we note that Eq. (6) requires that the collec­
tion {T(i, i)} be the collection of unit matrices {Ii}' In 
general, each member of {Ii} is of a different dimen­
sion, depending on the spectrum of M •. In this investi­
gation, we will assume that each spectrum is countably 
infinite, and thus each member of {Ii} will be of the 
same dimension. 

It is not difficult to see that matrix multiplication 
between certain members of {T(j, i)} produces a 
transition matrix in {TU, i)}. To show this, we simply 
use Eq. (29) to write the following equation set: 

P(Pkl) = I TklkoP(Ao)' 
ko 

P(A.) = I Tk./nP(A,) = I TkOkoP(Ao) 
I" ko 

(31) 

P(AL) = I TkLkL-1P(PkL-1) = I T,cZkL-OP(Az-o) 
kL-l hL-2 

Substituting the first equation of the set (31) into the 
second equation in the set, we obtain 

P(A.) = 2 P(Pko) I TkoktT"'ko = I P(AoYTkoAoo' (32) 
ko k1 ko 

which implies by comparison the Chapman-Kolmog­
orov relationll 

TkokO = I Tko'" Tk,ko . 
kl 

(33) 

This procedure may be repeated for the entire set (31) 
to obtain 

TkLkO = 2 2'" I TkLkL-1 TkL-1kL-O ... Tk1ko ' (34) 
1<L-1 kL-O '" 

Since TkLkO is the kLth row and koth column of T(L, 0), 
we see that Eq. (34) provides a multiplication theorem 
for transition matrices, 

T(L,O) = T(L, L - I)T(L - 1, L - 2)··· T(1, 0). 

(35) 

From the retrodictive equation (30), we may write an 
equation set similar to the equation set (31) and derive 
the multiplication theorem for the retrodictive transi­
tion matrices 

reo, L) = reo, l)r(l, 2)'" r(L - 1, L). (36) 

In addition, Eqs. (29) and (30) can be combined for 
various integers i and j so that multiplication is defined 
between members of {TU, i)} and {r(i, j)}. For 
example, consider the integers q, s, and t such that 
o ~ q < s < t ~ L. Equations (29) and (30) then 
define the products 

T(q, s)r(s, t) = r(q, t), 

r(q, t)T(t, s) = T(q, s), 

T(s, q)r(q, t) = res, t), (37) 

res, t)T(t, q) = T(s, q), 

T(t, q)r(q, s) = T(l, s). 

However, we also obtain from this process 

P(A.) = I peA,) 2 Tk,kt,Tkt'k, 
ks' kt' 

= I Mksks'P(A .. ), 
ks' 

P(Pkt) = I peAt') I Tktl"T~,"t' 
kt' ks' 

= 2 Mktkt,P(At')' 
lit' 

Equations (38) define the matrix products 

M(s, s) = T'(s, t)T(t, s), 

M(t, t) = T(t, s)T'(s, t). 

(38) 

(39) 

The immediate inclination is to identify the collection 
{M(i, i)}i=O.L as the collection {T(i, i)} of simultaneous 
conditional probability matrices. However, such an 
identification would require that 

M(s, s) = Is = res, t)T(t, s), 

M(t, t) = It = T(t, s)T'(s, t), (40) 

and, if the dimension of Is is the dimension of It, then 
Eqs. (40) imply that 

res, t) = [T(t, S)]-l. (41) 

WU12 has shown, however, that since each member of 
T(t, s) is positive, then its inverse transition matrix 
[T(t, S)]-l must have at least one negative member, 
unless, of course, T(t, s) has only one nonzero 
member. Since res, t) is itself a transition matrix, 
Eq. (41) and thus Eqs. (40) can be satisfied only in 
case T(t, s) has only one nonzero member. [In this 
case T(t, s) would describe a deterministic process.] 
Thus we see that, in general, M(s, s} cannot be identi­
fied as the matrix T(s, s) of simultaneous conditional 
pro babilities. 

With multiplication defined in {T(j, i)} and {T'(i, j)}, 
we may proceed to examine these collections as groups 
or semigroups. 
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Since {T(j, i)} can form a group only in case each 
member T(r, q) E {T(j, i)} has an inverse [T(r, q)]-I E 

{T(j, i)}, we see from the preceding arguments that 
neither {T(j, O} nor {T'(i, j)} can form a group. 

We also see that the collection {'b(j, in cannot form 
a semigroup since the product M given by Eqs. (40) is 
not a member of {'b(j,O} unless, for each positive 
integer i such that i ::;;; L, 

M(i, i) = T(i, i) = I, (42) 

which, as we argued, is possible only for a determin­
istic system. 

Let us now examine the conditions for {T(j, i)} 
and {T'(i, j)} to form semi groups. Suppose {T(j, i)} 
forms a semigroup. In this case, closed associative 
multiplication must be defined between each pair in 
{T(j, i)}. We see from Eq. (35) that left multiplication 
of T(r, s) by T(q, r) yields T(q, s); thus the product 
T(q, r)T(r, s) is a member of {T(j, i)} and the multi­
plication is closed. Since this multiplication is matrix 
multiplication, it is also associative. 

We see, however, that multiplication of the two 
matrices T(p, q)T(r, s) produces a transition matrix in 
{T(j, i)} only in caseq = r or p = s. This fact motivates 
us to define the following notion: Two transition 
matrices T(p, q) and T(r, s) are adjacent means 
either p = s or q = r. It is clear, then, that if each 
pair of matrices in {T(j, i)} can be made adjacent, 
then {T(j, i)} will form a semigroup. 

If each member of {T(j, i)} has the property that 

T(I, k) = T(x, y) in case II - kl = Ix - yl, (43) 

then any two matrices T(p, q) E {T(j, i)} and T(r, s) E 

{T(j, i)} can be made adjacent simply by relabeling 
T(r, s) as T(q, s'), where T(q, s') E {T(j, O} and 
Iq - s'l = Ir - sl so that 

T(p, q)T(r, s) = T(p, q)T(q, s') = T(p, s'). (44) 

Thus the collection {T(j, i)} can form a semi group in 
case the matrices in the collection are all conformable 
and Eq. (43) is satisfied for each matrix in the collec­
tion. The same argument applies for the collection 
{T'(i, j)}. If, in addition, we include the collection 
{T(i, in in {T(j, i)}, we see that {T(j, i)} can form a 
monoid semi group. The same argument applies for 
{T' (i, j)}. 

We see then that the predictive collection {T(j, i)} 
and the retrodictive collection {T'(i, j)} can each form 
a group only in case each member in {T(j, i)} and each 
member in {T'(i, j)} describes a deterministic system. 
However, each of {T(j, i)} and {T'(i, j)} can form a 
semigroup in case each member of {T(j, i)} and each 
member of {T'(i, j)} satisfies Eq. (43). Physically, Eq. 

(43) restricts the transition probabilities to be a 
function only of the number of measurements between 
M j and M j ; this requires that each T(j, i) be a function 
only of the relative time difference between M j and 
M;. Thus Eq. (43) is analogous to the quantum 
requirement that U(t2,/I) be a function only of 
112 - tIl if U is to be a member of the unitary group. 

We also demonstrated that a retrodictive transition 
matrix is not the inverse of the corresponding pre­
dictive transition matrix. However, the equations 
resulting from the sequenced event space clearly 
define and distinguish between retrodiclion and 
prediction and show that one may always predict or 
retrodict the stochastic process. 

PROBABILITY FUNCTIONS IN /2 

In this section we will demonstrate that proba­
bilities for simple paths in {E(C)} may be represented 
as products of complex functions in /2, the space of 
square summable sequences. From the isomorphism 
of /2 to a separable Hilbert space Je, we deduce the 
existence of a continuous linear operator in Je which 
corresponds to the transition probability of Eq. (27). 
Hilbert space representations for probabilities of 
simple paths in {£(C)} are shown to be possible 
because of the positive-definite, unit norm and (f­

additive properties of P. 
Since peA) is positive definite, there exists a 

complex function !Xk
j 

such that for each Ai 

P(Aj) = !Xkhj (45) 

and the phase of !Xk; is arbitrary. 
Using the unit norm property and the generalized 

distributive relation, we see that 

00 

I P(Pk) = 1 = .2 !X:I!Xkl . (46) 
TN k;=l 

Thus the sequence {!Xkj}kj=I.2 .... is square sum mabIe 
and is a member of 12. If we now consider the vector 
1!X(j» defined by 

00 

1!X(j» = .2 Ckj Ikj ), (47) 
kj=I 

where {lkj )h;=1.2, ... is an orthonormal basis for a 
separable Hilbert space Je, then 1!X(j» E Je only in 
case {Ckj } is a square-summable sequence.13 Thus, if 
we define Ckj as 

Ck ; g, !Xk;( (!X(j) I !X(j»)! (48) 

we see that {Ck ) is square summable; therefore, 
1!X(j) defined by 

1!X(j) = «!XU) I CI.(j»)t,r Cl.k ; Ik;) (49) 
kj 
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is a member of Je. Thus we see that for each square­
summable sequence {Clk,.} there exists a vector ICl(j» E 

Je such that each member of {Clk,.} has a representation 
in Je given by 

Clk; = (k j I rJ.U»!«ClU) I Cl(j)l (50) 

Thus we have established an Je representation for each 
member in the collection {Clk .} and therefore 'for 
{peA)}. ' 

Now let us examine the transition probability 
Tkjki • Since Tk;1ci is positive, there exists a complex 
function for each k j and k i such that 

(51) 

and, since {Tk;k) is singly stochastic, the sequence 
{Kk;k

i
h

i
=1.2.... is square summable for each ki • 

Therefore, there exists a countable orthonormal 
basis {Ikj)} and a member IQk) EJe such that for 

each k i 

Kk;ki = (k j I Qk)/«Qki I Qki»t. (52) 

We see from (51) and (52) that, for a given basis 
{Iki)}' each member of the countable collection 
{IQk)} is determined only to within a phase. 

Kkk. may be written in a different form since we 
may '~ssociate with the collection {IQk.)} an ortho­
normal basis {Ik i )} in Je by an op~rator K(j, i) 
mapping Jei onto Jei , i.e., for each k i 

IQk) = K(j, i) Iki ); (53) 

thus we may write (52) as 

Kkiki = (k;1 K(j, i) Iki)!C<kil K+K Iki»!. (54) 

With these representations for TH . and P, we may 
write the Je representation for the' predictive random­
walk equation as 

(k j I ClU» (ClU) I k;) = I (kjl KU, i) Ik i ) (kil K+U, i) Ik;) (k i I Cl(i) (Cl(i) I ki ) • 

(a(j) I Cl(j» lei (kil K+(j, i)K(j, i) Iki ) (rJ.(i) I Cl(i» , 
(55) 

clearly, from this development, an Je representation can be generated for the retrodictive equation (30). This 
equation would be given by 

(k i I a(i» (Cl(i) I k;) = I (k;1 K'(i, j) Ik;) (k;1 K'+(i, j) Ik,.) (k; I ClU» (ClU) I k;) 

(Cl(i) I Cl(i) Iri (kjl K'+(i, j)K(i, j) Ik j) (ClU) I ClU» , 
(56) 

where the operator K' (i, j) is constructed so that 

T' = (k i I Qk,.) (Qki I ki ) = (kil K'(i,j) Ik;) (k;1 K'+(i,j) Ik i) 

kik; (Qk; I Qk) (kjl K'+(i,j)K'(i,j) Ik;) , 
(57) 

the retrodictive transition probability, is reproduced. 
Thus we have established Je representations for both 
the retrodictive and predictive random-walk equations. 

RANDOM WALK AND TIME EVOLUTION IN Je 

Now that we have established an Je representation 
for the random walk equation, we may employ a 
phase choice theorem established in a previous paperl 
to establish another Je representation for the random 
walk equation which will allow us to compare the 
dynamics of stochastic and quantum theory. 

This theorem demonstrates the existence of choices 
for the phases of the sequence of products 

such that Eq. (55) factors to yield (see Appendix A 
for this theorem and its connection here) 

(k j I rJ.U» = I (k;1 KU, i) Iki>(k, I Cl(i». (58) 

«ClU) I ClU»)! ki (k;1 K+K Iki)~{(Cl(i) I Cl(i»)! 

Equation (58) provides a very simple representation 
in Je for the dynamics of classical probability theory; 
i.e., Eq. (58) may be written 

where 

ICl'(j» = I KU, i) /k;) ~k;/ la'(i», 
Iri a:i 

(59) 

a~i £: «k;/ K+(j, i)K(j, i) /ki»!' 

Ict·'U» = ICl(j»)!«Cl(j) I ClU»)!. (60) 

We can further simplify by defining the operator S(j, i) 
as 

5(' .) ~ ~ K(' .) Ik;) (k;/ 
j, I-£.. j, I ; 

ki aki 

(61) 

so that Eq. (59) becomes 

ICl'(j» = S(j, i) ICl'(i», (62) 

and we see that in a similar manner we may construct 
this representation for the retrodictive case 

I('.('(i» = S'(i, j) I('.('(j». (63) 
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Equation (62) is similar in form to the evolution 
equation of quantum theory, although, as we will 
see in the discussion to follow, the stochastic operator 
S(j, i) differs strikingly from the quantum evolution 
operator U(t j , ti)' In addition to Eq. (62), we have 
Eq. (63), the retrodictive evolution equation. No such 
formalism appears in conventional quantum theory. 

Thus we see that, for the measurement sequence 
{Mo -+ Ml -+ •• , -+ M L }, there exists a collection 
{S(j, i)} of iL(L + 1) predictive stochastic operators 
and a collection {S'C;, j)} of !L(L + 1) retrodictive 
stochastic operators. Let us now examine the proper­
ties of {S'(i, j)} and {S(j, i)}. 

First we see from Eq. (61) that 

(k I S(
' .) Ik) _ (kil K(j, i) Iki ) 

j ], I i-I' 
«kil K+(j, i)K(j, i) Ik,»' 

(64) 

If we multiply Eq. (64) by its complex conjugate and 
sum over alllk i ), then we obtain the isometric property 
for S, 

S+(j, i)S(j, i) = I. (65) 

However, multiplying Eq. (64) from the right by its 
complex conjugate, we see that S is unitary (S+S = 
SS+ = I) only in case K is unitary. Thus we see that S 
is automatically isometric by construction, but can be 
unitary only if K is unitary. This relationship of S to K, 
as we shall see, has important physical implications. 
In order to see these implications, we must explore the 
properties of the collections {S(j, i)} and {S'(i, j)}. 

The approach to the examination of {S(j, i)} and 
{S' (i, j)} will be almost identical to our earlier approach 
when we examined the collections {T(j,O} and 
{T'(i, j)}, and, not surprisingly, the results will be 
almost identical. The complex analogs to Eqs. (31) 
are by the phase choice theorem 

~kl = 1 (k11 5(1, 0) Iko> ~ko' 
ko 

~k2 = 1 (k21 5(2, 1) Ik1) ~kl = 1 (k21 5(2,0) Iko) ~ko 
kl ko 

tf.kL = 1 (kLI S(L, L - 1) IkL-l) ~kL-l 
(66) 

kL-l 

= 1 (kLI S(L, L - 2) IkL - 2) ~kL-2 
kL-2 

= ... = 1 (kLI S(L, 0) Iko) ~ko' 
ko 

Substituting the first of Eqs. (66) into the second 
equation in the set and comparing, we obtain 

1 ~ko 1 (k21 5(2, 1) Ik1) (k11 S(1, 0) Iko ) 
ko k, 

= 1 (k21 5(2,0) lko) ~ko' (67) 
k. 

so that we obtain the Je representation of Eq. (33), 

(k21 5(2,0) Iko) = 2 (k21 5(2, I) Ikt ) (k11 5(1.0) Iko), 
k1 

which implies the multiplication theorem 

5(2, 0) = S(2, 1)5(1, 0). 

(68) 

(69) 

This procedure may be repeated for the entire s~t (66) 
to obtain the general multiplication theorem for the 
stochastic operator set {S(j; O}, i.e., 

S(L, 0) = S(L, L - 1) 

X S(L - 1, L - 2)··· 5(2, I)S(1, 0) (70) 

and similarly for the retrodictive set: 

5'(0, L) = 5'(0, I)S'(I, 2)' .. S'(L - 2, L - 1) 

xS'(L-I,L). (71) 

In addition, we have the set {SU, i)},which by Eq. (64) 
and the definition of {T(i, i)} is given by 

{SCi, i)} = {Ii}' (72) 

Suppose {S(j, i)} forms a subset of a group. It must 
be true then that each member of {S(j, i)} has an 
inverse. We show in Appendix B that, in case S-l(j, i) 
exists, then 

(73) 

that is, the state of the system at Mi must be precisely 
determined. Consider the predictive random-walk 
equation in case S-l(j, i) exists for each measurement 
pair in the sequence: 

peA) = 2 1'" 1 TkLkL-1 TkL-lkL-2 ••• TklkoP(Ao)' 
kL-l kL-2 ko 

(74) 
which by (73) must reduce to 

Equation (75) is the random walk equation for a 
system which is deterministic from Mo through M L-1' 

We see from this that, in case {S(j, i)} is a subset of a 
group, then the members of {S(j, i)} cannot describe 
the most general class of stochastic processes. The 
same argument applies for {S'(i, j)}. 

Let {8(j, i)} denote the collection of members of 
{S(j, i)}, {S'(i, j)}, and {SCi, i)}. As we did for the 
transition matrices, we may define multiplication 
between members of {S(j, i)} and {S' (i, j)} and show 
that,for t and s each a positive integer such that t > s, 

I 
~kt = Z (ktl Set, s)S'(s, t) Ik(,>~k'" 

kt' 

tf.k , = 1 (ksl S'(s, t)S(t, s) Ik;)~ks" 
ks' 

(76) 



                                                                                                                                    

110 F. G. HALL AND R. E. COLLINS 

Equations (76) are satisfied in case 

Set, S)S/(S, t) = S/(t, t) = I, 

S'Cs, t)S(t, s) = S(s, s) = I, (77) 

but can be satisfied, as could Eqs. (38), without the 
conditions imposed by Eqs. (77). In fact, if Eqs. (77) 
are required of each S(j, i) and each S/(i,j), then the 
system described by the collection {S(j, i)} would, by 
Eq. (75), be completely deterministic. In addition, we 
see that if {S(j, i)} is to form a semigroup, then Eqs. 
(77) must be satisfied if multiplication between 
S(j, i) and S'(j, i) is to be closed in {S(j, i)}. Therefore, 
if {S(j, i)} forms a semigroup, then it must form a 
group, and this group must be a unitary group since 
each S E {S(j, i)} is isometric and has an inverse. 

Now suppose that {S(j, in forms a semigroup. As 
with {T(j, i)}, we must require that 

S(l, k) = S(x,y), 1/- kl = Ix - yl, (78) 

that is, {S(j, i)} can form a semigroup only if each 
S E {S(j, i)} is a function of the relative time. The 
same argument applies for {S'(i, j)}. 

We are now in a position to fully appreciate the 
difference between stochastic dynamics and quantum 
dynamics. First we note that the stochastic evolution 
operator S is, in general, isometric while the quantum 
evolution operator U is always unitary. 

We see that in case the collection of stochastic 
operators {S(j, i)} for the measurement sequence 
{Mo ~ Ml ~ ... ~ Md forms a unitary group, 
then a system must follow a deterministic path 
through the measurement sequence. We also see from 
Appendix B that in case each member of the collec­
tion {S(j, i)} has an inverse, then {S(j, i)} is a unitary 
collection and Eq. (75) implies that each measurement 
in the sequence, except the last, yields a unique result. 

Since the quantum evolution operator U always has 
an inverse, we see that the quantum evolution equa­
tion, when subjected to the phase choice of Appendix 
A, can only describe evolution corresponding to Eq. 
(75). In case the quantum evolution operators form a 
unitary group, then unitary evolution in Je can only 
describe a deterministic stochastic process when the 
phase choice is imposed. Thus we see that quantum 
dynamics, i.e., unitary evolution in Je, can never 
reproduce the random walk structure of stochastic 
processes. 

QUANTUM AND STOCHASTIC DYNAMICS 
IN A SINGLE Je REPRESENTATION 

From the preceding section we see that quantum 
dynamics and stochastic dynamics in Je are identical 

only in case the quantum evolution equation is subject 
to the phase choice of Appendix A and the stochastic 
operator S is unitary. However, if the quantum 
evolution equation is subject to the phase choice, then 
the peculiar probability structure produced by the 
"square" of this equation disappears; on the other 
hand, if the stochastic operator S is unitary, then 
the more general singly stochastic structure of 
the transition matrices of stochastic processes is 
restricted to the doubly stochastic structure of quan­
tum theory. Furthermore, if the phase choice is 
imposed on unitary evolution in Je, then the ensuing 
dynamical model in Je can reproduce only a special 
case, given by Eq. (75), of the random walk equation 
(29). 

In view of this, it is interesting to note that 
Nelsonl 4.15 has derived the time-dependent Schro­
dinger equation from the diffusion equation. How­
ever, one may readily see from Chandrasekhar's16 
derivation of the diffusion equation that the diffusion 
format follows from the random walk equation (29) 
only in case T(j, i) is doubly stochastic. 

Such a result emphasizes the peculiarity of the 
doubly stochastic "transition" matrix of quantum 
theory. The quantum "transition" matrix is clearly 
doubly stochastic since its elements are given by 

Tu g" I(kjl U(t j , ti ) Ik;)12, (79) , . 
and we see from this equation that since U is unitary, 

~ Tk;ki = L Tk;ki = 1. (80) 
kj 7ei 

However, the stochastic representation with elements 

(81) 

is in general not doubly stochastic since in general S 
is only isometric and not unitary. 

The above properties of the evolution equations 
and the transition matrices of quantum and stochastic 
dynamics provide the motivation for a more general 
mathematical structure in Je which will include both 
stochastic and quantum dynamics as a special case. 
To do this, we simply hypothesize that each "state" 
of a physical system has a representation by a member 
of a separable Hilbert space Je and that the dynamical 
evolution of the system is described by 

loc(t» = Set, to) loc(to», (82) 

where S is, in general, isometric. The quantum dy­
namical description is given by a unitary S, and the 
stochastic dynamical description is given by applying 
the phase choice theorem to Eq. (82). In this way, we 
encompass both the peculiar probability structure 
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provided by quantum theory and the singly stochastic 
transition matrix of classical stochastic theory. 

CONCLUSION 

We have discussed in this paper a novel formulation 
for the a-algebra of stochastic chains and have seen 
how the sequenced event space leads to the notions 
of both prediction and retrodiction in stochastic theory. 
We have shown also that the equations for stochastic 
dynamics have a representation in a separable 
Hilbert space Je which, in general, is distinct from the 
conventional quantum representation in Je. The sto­
chastic picture in Je suggests a more general evolution 
picture in Je which includes quantum evolution and 
stochastic evolution as special cases. 

That retrodiction in stochastic theory is possible 
is not surprising and, in fact, is necessary when one 
considers the definitions upon which stochastic theory 
IS built. For example, consider the measuring sequence 
{Mo - Ml -' .. - ML }. Suppose we let N systems 
p~ss this sequence one at a time, so that a moving 
pIcture camera may record the configurations assigned 
to a system as it passes through the sequence. Let the 
ith frame on the film record the result of Mi' Then 
the passage of a single system through the L-term 
measurement sequence will be recorded on an L­
frame strip of film, each frame containing the result of 
one measurement. Suppose we record each system's 
passage through the sequence until we obtain N L­
frame strips of motion picture film. Suppose we mark 
the first frame of each strip to identify the direction of 
time passage for each strip. We may now place the N 
strips into a box and shuffle them. If the configuration 
of the environment is fixed for the N systems, then we 
may operationally define the unconditional proba­
bility, for some Pic, during M i , as the number of strips 
n(A) which have the configuration A. on the ith 
frame divided by the total number of strips, N, i.e., 

peA) = n(A)/N. (83) 

The unconditional probability for the sequence 

(Co - C1 -'" -Pic, - Ci+1 -'" -Pic - Cj+l-
... - C L) then is simply I 

peA, - Ai) = /l(Pk, - A)/N, (84) 

and the predictive conditional probability is given by 

P(f3 I f3 ) - P(Pk, ---+ Pk,) _ n(A, - A) 
ki ki - peA) - n(A) ,i <j. 

(85) 

With these operational definitions, it is then absolutely 
reasonable to define the retrodictive conditional 

probability 

pcp' I' ) - peAl ---+ A) _ n(AI ---+ AI) 
kl Pk· - - (86) 

1 peA) n(A
i

) , 

which, as we see from our example, is not anticausal 
in nature but is a simple result of the a posteriori 
nature of the film data. 
. From the above example, we see that we may 
mterpret the predictive and the retrodictive random­
walk equations in the following way: The predictive 
random-walk equation will describe the diffusion of a 
drop of cream placed in a cup of coffee. If we film 
this process, then the retrodictive random - walk 
equation will describe the "reverse diffusion process" 
as it appears on a projection screen when the film is 
run in reverse. We saw, however, from the analysis 
of the transition matrices, that the retrodictive transi­
tion matrix is the inverse of the predictive transition 
matrix only for deterministic systems. 

When the stochastic equations were cast into their 
respective Je representations, we saw that the pre­
dictive evolution operator S and the retrodictive 
evolution operator S' defined predictive and retro­
dictive evolution in Je. We saw that Sand S' are iso­
metric, but that S' is S-1 only for deterministic systems. 
Furthermore, we saw that, in contrast to conventional 
quan~um theory, S is unitary only for systems 
deSCrIbed by Eq. (75). Thus we saw that the stochastic 
Je representation is distinct from the quantum 
representation so that stochastic processes cannot be 
considered as a special case of quantum evolution. 

We then postulated a mathematical structure 
[Eq. (82)] in Je which would include both quantum 
evolution and stochastic evolution as special cases. 
No basis was given for such a structure, but it is 
envisioned that a more general definition of the event 
space {E(C)} might well produce the more general 
postulated structure. Recall that we required {E(C)} 
to be a a-algebra and further imposed the generalized 
distributive relation on {E(C)}. It is hoped that a 
removal of the generalized distributive requirement, 
or a mathematical generalization of the a-algebraic 
structure of {E(C)}, or both, will produce the more 
general evolution picture in Je. 

APPENDIX A 

Suppose that each of {Tkik;h;=1.2 .... and 

{P(A)h;=1.2 .... 

is a sequence of positive real numbers and that there 
exists a real number peA) such that , 

ex> 

P(Pk;) = ! Tkik;P(fik,). (AI) 
k;=l 
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Then there exists a sequence of complex numbers 
{Kkjkihi=1,2..... a sequence of complex numbers 
{()(k

i
h

i
=1,2 ..... and a complex number ()(;'; such that the 

following equations are consistent: 

ex) 

()(Ie; = L K k;k,()(,,, ' 
ki=1 

P(Pk;) = ()(k;()(k; 

and, for each positive integer ki' 

(A2) 

(A3) 

(A4) 

(AS) 

This theorem thus states that phases for the 
sequence {Kk;k

i
()(kihi=1.2,... can be found such that 

the double sum formed from the square of equation 
(A2) reduces to a single sum of real numbers. Equa­
tions (55) and (58) are nothing more than the Je 
representations of Eqs. (Al) and (A2), respectively. 

APPENDIX B 

Theorem: Suppose that 5 is a linear continuous 
operator such that S-1 exists and I is a collection of 
positive integers such that k i belongs to I only in case 
()("i :;i: O. Then the equations 

()("L()(k; = L (kjl 5(j, i) Iki ) (kil S+(j, i) Ik) (J.~()(ki (BI) 
ki 

and 
(B2) 

are consistent only in case Ihas only one member, i.e., 

(B3) 

Proof: Substitution of (B2) into (BI) for ()(Ir; 

produces 

()(k; ~ (kjl S(j, i) Ik i ) ()(ki 

kiEI 

= 2 (kjl S(j, i) Iki ) (kil S+(j, i) Ik j ) ()(:hi' (B4) 
lciEI 

Rearranging, we obtain 

I(OC~i - (k;l S+(J, i) Ikj)()(:')ock,(kjl S(j, i) I";> = 0, 
kieI 

(B5) 

which may be written 

2 «()(t; - (kil 5 (j, i) Ik j ) ock,)5(j, i) = 10). (B6) 
kiEI 

If 5-1 exists, the collection {S Iki)h;EI is a linearly in­
dependent set so that (B6) is satisfied only in case 

(ock; - (kil S+(j, i) Ik j ) IX:)IXk; = 0, ki E I. (B7) 

Since ()(k
i 

is nonzero for each k i in I, (B7) is satisfied 
only in case 

ocZi = (kil 5+(j, i) Ik j ) ()(ki' ki E 1, (B8) 
or 

()(k; = (kjl SU, i) Iki ) ()(k;' k i E I. (B9) 

Thus we see that (B9) is consistent with (B2) only in 
case the set {ock ) has only one nonzero member, i.e., 
I has only one member. 

Let us examine the implications of this in terms of 
probabilities. Since 

P(AJ = I(k i I ()(i»12 = ()(:;IXki = (jkiki" (BIO) 

we see that the system must be in some initial state 
of M. We also see then that the random walk equation 
yields 

(Bll) 
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The functions L~ri (<1>1' ... , <l>n) are defined by xr = r.:d L!:ixn- k , where X is an indeterminate n x n 
matrix and <1>1, ... , <1>n are the invariants of X (basic symmetric functions in the eigenvalues of X). In 
this paper the generalized Lucas polynomial L~ri is expressed explicitly as a determinant of order 
r - n + 1 or as a ratio of two determinants of order n. 

1. INTRODUCTION 

The functions L~~(<Pl"'" <Pn), k = 1,"', n, 
are defined by 

fI 

Xr = IL~~xn-k, (1) 
k=1 

where X is an indeterminate n X n matrix and 
<PI' ... , <Pn are the coefficients of the characteristic 
equation of X, 

n 
Xn = 1(-l)k+1<PkX n- k. (2) 

k=l 

The function L~i(<Pl"" , <Pn) is called1 the general­
ized Lucas polynomial of degree r - n + 1 in the 
variables <PI,' .. , <P n (L~i here is v;n) in Ref. I). 
It has been shown1 that L<':/ is determined by the 
recursion relation 

n 
L~i = I( -l)k-l<PkL~lk) (3) 

k=1 

and the initial conditions 

L~i = L~~ = ... = L~1-2) = 0, L~~-l) = 1. (4) 

Explicit expressions of L~i) for any r and tables of 
L~i), Lil) , and L~l) for r = n + 1,··· ,n + 5 were 
recently given.1 

In this paper L<':i(<Pl ,'" ,<Pn) is expressed explic­
itly as a determinant of order r - n + I or as a ratio 
of two determinants of order n. 

2. L~i AS A DETERMINANT 

Equation(3)suggests the following determinant of 
order r as an expression for L<::n-l) : 

L~~r-ll = det (- f1 + <PI1 - <P2H 

+ ... + (-It-l<PnH n- l), (5) 

where H = e21 + e32 + ... + er(r-l), Ii is the trans-
pose of H, I is the r x r identity matrix, and eij is an 
r X r matrix with 1 in the position ij and zeros else­
where. The expansion of this determinant, Eq. (5~, 
according to the first column, gives Eq.(3).The initial 
conditions are fulfilled by defining a determinant of 
zero or negative order by one or zero, respectively. 

3. L~~ AS A RATIO OF TWO DETERMINANTS 

Let Xl' .•. , Xn denote the eigenvalues of the in­
determinate n x n matrix X. It was shown2 that 
L~~ can be expressed as a ratio of two alternants of 
order n, 

L (r) (r)/ 
nk=ankVn' (6) 

where Vn is the Vandermonde determinant with rows 
i-I i-I· I d (r)' bt' d Xl ,"', Xu , 1 = , ... , n, an ank IS 0 ame 

from Vn by substituting the row xr, ... ,x~ for the 
row x~-k, ... , X~-k in vn • From this expression of 
L<:~ , which assumes the knowledge of the eigenvalues 
of X, one obtains 

(7) 

which can be expressed3 as a function of traces ai of 
Xi, since (V~)ii = ai+i-2, and the determinant 
a~ivn' for example, is obtained from v~ by substituting 
the row aT' a T+1"", a T+n- 1 for the nth row 
an-Ian' .• a 2n- 2 of v~. The traces ai may be expressed 
as polynomials in the basic symmetric functions 
<PI' ... , <Pn (ao = n). 

4. REMARKS 

(1) By multiplying Eq. (1) successively by CPn_iXi, 
i = 1,' . " n -1, and using Eqs. en and(2),one obtains 
for all L~~, k = 1, 2,"', n, the same recursion 
relations as for L~i [Eq.(3H. 

(2) The expression of L<':i as a determinant is gener­
ally useful for analytical calculations. For numerical 
calculations this expression may be more difficult to 
use than the recurrence relation or the explicit 
polynomial expression (if known). 

(3) The rational expression of L<':~ [Eq. (7)] is only 
formal. For r » n, it seems that it is easier to calculate 
L~i by using Eq. (7) instead of Eq. (5). 

1 R. Barakat and E. Baumann, J. Math. Phys. 10, 1474 (1969). 
• Y. Lehrer, Rend. Cire. Mat. Palermo 6, 103 (1957). 
3 Y. Lehrer lIamed, Abstracts of InterfUltional Congress of Mathe­

maticians, Stockholm 1962 (Almqvist & WikseIls, Uppsala, 1962), 
p.39. 
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Furry has given a formula for the normalization integral of a physically acceptable solution of the 
time-independent I-dimensional SchrOdinger equation corresponding to a bound state. Considering the 
wavefunction of a bound state in a single-well potential and using Furry's formula and the connection 
formulas discussed by N. Froman, we derive the normalization factor for the higher-order phase-integral 
approximations introduced earlier by N. Froman. For the special case of the first-order JWKB approxima­
tion, the approximate normalization factor thus obtained is equivalent to that given by Pauli and Furry. 

1. FURRY'S GENERAL FORMULA FOR 
THE NORMALIZATION INTEGRAL 

Consider the I-dimensional differential equation 

d2tp 
dz2 + Q\z; E)tp = 0, (1) 

where E is a real parameter and Q2(Z; E) is real for 
real values x of z. If Q2 is negative when Izl is suffi­
ciently large and z is real, this differential equation 
has solutions tending to zero as z ->- ± 00 through 
real values only for certain discrete values of E, which 
will be called Eo, where s can take the values 0, I, 2, 
.... If Q2 has certain properties, there corresponds 
to every eigenvalue Eo precisely one function tp(z; Eo) 
except for a factor, which is independent of z. Thus 
tp(z; Es) is a solution of 

d2 

-2 tp(z; Eo) + Q2(Z; Es)tp(z; E.) = ° (2) 
dz 

such that tp(z; E.) ---)0 ° as z ->- ± 00 through real values. 
For any real value of E (which may be different 

from Eo), we define tpl(Z; E) as a certain solution of 

d2 

-2 tpl(Z; E) + Q2(Z; E)'ljJl(Z; E) = 0, (3) 
dz 

[cf. Eq. (1)] which tends to zero as z ->- - 00 through 
real values. This solution is uniquely determined, 
except for a factor which is independent of z but may 
depend on E. We shall choose this factor such that 

V'I(Z; Es) = 'IjJ(z; E8)' (4) 

Multiplying (2) by 'ljJi(z; E) and the complex conjugate 
of (3) by -tp(z; E8 ), considering real values of z, 
which we denote by x, and adding the resulting 
equations, we obtain 

d 
- [V"(x; E.)V't(x; E) - 1pt'{x; E)V'(x; E.)] 
dx 

+ [Q2(X; £.) - Q2(X; E)]'ljJt(x; E)V'(x; E.) = 0, (5) 

where the prime is used for indicating differentiation 

with respect to x. Integrating (5) from - 00 to an 
arbitrarily fixed point Xo, differentiating the resulting 
formula with respect to E, and finally putting E = E .• 
and using (4), we get 

[ , 0 * 0 *'J = V'I - 'ljJl - tpl - 'ljJ1 • 
oE oE x=xo;E=E. 

(6) 

For any real value of E we define 'ljJa(z; E) as a solu­
tion of (1), which tends to zero as z ->- + 00 through 
real values and fulfills the condition 

(7) 

Similarly as above, we get 

[ 0 *, I 0 *J = V'2 - V'2 - tp2 - 'ljJ2 . 
oE oE x=xo;]<J=]i). 

(8) 

For the case of the SchrOdinger equation, which is 
of interest to us, we have 

Q2(Z; E) = (2m/1i2)[E - V(z)], (9) 

and the derivative of Q2 with respect to E appearing 
in (6) and (8) reduces to 2m/1i2. 

Equations (6) and (8) with Q2 given by (9), which 
together give the normalization integral, were obtained 
by Furry, 1 and formulas similar to Furry's are used 
in the treatment on pp 102-10 in Ref. 2. Since the 
energy eigenvalues are nondegenerate, it is no 
restriction to choose the wavefunctions to be real,as 
Furryl did. 

2. BOUND STATES IN A SINGLE·WELL 
POTENTIAL 

We shall now assume that the function Q2(Z; E), 
which appears in 0), is given by (9) and has precisely 
two zeros, tl and t2 , on the real axis. We further 
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FIG. 1. (a) Qualitative behavior 
of Q2(X). (b), (c), (d) Contours of 
integration for obtaining w(x). Cuts 
are indicated by heavy lines. The 
parts of the contours which lie on 
the second Riemann sheet are 
indicated by broken lines. (e) Phase 
of q!(z) on the first Riemann sheet 
on the upper lip of the cut along the 
real axis. 

X, 

--.--, 
\ , , , , ./ ... _- .... r, 

assume that these zeros are well separated and that no 
other zeros lie on or close to the real axis. It has been 
shown by N. Froman3 that two linearly independent 
approximate solutions of (1), called phase-integral 
approximations of order 2N + I, can be written in 
the form q-!(z; E) exp {±iw(z; E)}, where 

with the definitions (cf. Fig. 1) 

(lOa) 

W(Xo; E) = lV1(XO; E) = L(E) - 11'2(XO; E), 

t1 < Xo < t 2 , (lOb) 

L(E) = t ( q(z; E) dz, JfL 
Wt(x1; E) = t r q(z; E) dz, 

Jfl 

wt(xo; E) = i r q(z; E) dz, 
Jfo 

w2(XO; E) = i)' q(z; E) dz 
f,.-fo 

= L(E) - w1(XO; E), 

W2(X2 ; E) = i r q(z; E) dz, 
Jf2 
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and 
N 

q(z; E) = Q(z; E) L Y2n(Z; E), (12) 
n=O 

with the functions Y2n given by the recursion formula 
(S) in Ref. 3 with A. = 1. It should be noted that in 
formulas (6) and (S) in Sec. 1 the point Xo is arbitrary 
but that in this section the point Xo is restricted to 
a classically allowed region. As in Ref. 3, we use two 
superposed Riemann sheets, which we cut along the 
real axis from II to 12 and join appropriately along the 
cut, getting a Riemann surface on which the functions 
Q(z) and q(z) are single valued. In formulas (11) the 
phase of q!(z) on the first Riemann sheet on the upper 
lip of the cut along the real axis is shown in Fig. 1. 

The expressions for the first few functions Y2n(z; E) 
in (12) are 

Yo(z; E) = 1, (13a) 

EO Y.(z, E) = -
2, 2 ' (13b) 

with 

EO = Q-~ d
2 

Q-! = _1_[s(d(Q2»)2 _ 4Q2 d
2
(Q2)] 

dz2 16Q6 dz dz2 

(14) 
and 

, = fQ(Z; E) dz. (1S) 

Formulas (l3a), (13b), and (l3c) were given in Ref. 3 
whereas formulas (13d) and (l3e) have been calculated 
by F. Karlsson and the present author. 

According to Ref. 3 we have the approximate quan­
tization condition 

L(Es) ~ (s + t)7T, s = 0, 1, 2, ... , (16) 

and according to Ref. 4 we have the connection 
formulas 

/q-!(X])/ exp [-/Wl(Xl)/J 

---+ 2 Iq-i(xo) I cos [IWl(Xo)1 - f7T), (I7a) 

Iq-i(x2)1 exp [-lw2(X2)IJ 

---+ 2 Iq-!(xo)/ cos [/ W2 (xo)I - i7T J. (17b) 

Equations (16) and (17) are valid for any order 
2N + 1 of the phase-integral approximations used. 

Remembering the definitions of 1J'1(Z; E) and 
1J'2(Z; E) and using the connection formulas (17), we 
get the approximate formulas 

Xl < t l , (ISa) 

(

1J'l(Xl; E) ~ C1 /q-!(Xl; E)/ exp [-/Wl(Xl; E)/], 

1J'1(XO; E) ~ 2el /q-!(xo; E)/ cos [/Wl(XO; E)I -i7T], 

tl < Xo < 12 , (ISb) 

X2 > 12 , (l9a) 

(

1J'2(X2; E) ~ C2 Iq-!(x2; E)I exp [-lw2(x2; E)IJ, 

1J'2(XO; E) ~ 2C2 /q-!(xo; E)I cos [/w2(XO; E)/ - !7T], 

tl < Xo < t 2 , (19b) 

where C1 and C2 , which are independent of X but 
may depend on E, are to be determined such that (4) 
and (7) are fulfilled. Using (4), (7), and (16), we find 
from (lId), (ISb), and (l9b) that 

(20) 

when E = E •. It is convenient to impose the condi­
tion (20) also when E ~ Es. Substituting (I8b) into 
(6), using (9), and remembering that the prime denotes 
differentiation with respect to x, we get after some 
calculations 
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Substituting (19b) with (20) into (8) and using (9), we 
similarly get 

froltp(x; EsW dx 
JI'O 

~ -ICII - W2(XO; E) 
21i2 2 { 0 . 
m oE 

+ iq-l :;sin {2[W2(XO; E) - i7T]} 

1 -3 I uq 2 ( + 2q q - cos [W2 xo; E) - i7T] 
oE 

- iq-2-.!LCOS2 [W2(XO ; E) - i7T] . (22) o I } 

oE E"'<E, 

Adding (21) and (22) and using {lId) and (16), we 
obtain 

11Jl(X; Es)12 dx ~ 21Cl 12 
- - L(E) . (23) foo [1i2 a ] 

-00 moE E"'<E. 

Requiring that 

L:'1Jl(X; Es)12 dx = 1, (24) 

we obtain from (23) and (lla) the following formula 
for the normalization factor CI : 

1 [1i2 0 1 i ] -2 ~ 2 - - - q(z; E) dz . 
ICII maE 2 fL E""Es 

(25) 

It is to be observed that formula (25) has been 
obtained by using only approximations and restrictions 
connected with the use of the phase-integral approxi­
mations and that (25) is valid for any order of these 
approximations used. 

We shall now discuss the derivative 

~! f q(z;E)dz. 
oE 2 JfL 

Using (12) and (13), we obtain 

! r q(z;E)dz 
2 JrL 

=! r Q(z; E){1 + ~ _ :Q + .l[2E~ _ (
dEo)2] 

2 JfL 2 8 32 dt 
(1) (3) (5) (7) 

- - 5€~ - 1O€0 _0 + 1 [ (dE )2 
128 d~ 

(9) 

e~:n + ... } dz, 

(26) 

since the contour r L is closed and integrals of total 
derivatives with respect to t therefore vanish. In (26) 
the numbers in parentheses below the terms indicate 
the contributions from successive orders of the 

approximation [cf. (12) and (13)]. Using the formula 

add a m Q-2 d (27) 
oE dt = d, oE - h2 d( 

which follows from (9) and (15), and defining 

'Y) = Q2!f u€o = __ 1 [15(d(Q2»)2 _ 8Q2 d
2
(Q2)] , 

m oE 8Q6 dz dz 2 

(28) 

we obtain from (26) after some partial integrations 
the formula 

1i
2 ali --- q(z;E)dz 

m BE 2 fL 

=! r Q-l(Z; E){l + (€o + 'Y) _ €o(€o + 2'Y) 
2J~ 2 8 

(1) (3) (5) 

+ .l[2€~(EO + 3'Y) + (d€0)2 + 2'Y) d
2

€;] 
32 dt dt 

(7) 

- _1_[5€~(€o + 4'Y) + 10(€o + 'Y)(d€0)2 
128 dt 

(
d2€0)2 d2€0 

- dt2 + 20€0'Y) dt2 

(9) 

2 d€o d
3
€0 2 d

4
€o]} dz 

+ dt d,a + 'Y) d,4 ' 
(29) 

in which only terms up to the phase-integral approxi­
mations of ninth order are included. 

It should be noted that (26) and (29) still hold if 
the function V(z) in (9) is any analytic function and if 
r L is replaced by any closed contour. 

When (29) is substituted into (25), one obtains a 
formula for the normalization constant C1 . For the 
special case of the first-order JWKB approximation, 
(25) with (29) reduces to the normalization formula 
given by Pauli5 and by Furry.l 
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Conformal s]?inor calculus fo~ an arbitrary Euclidean space En, n even, n = 2v, is developed, and 
fundamental spm tensors for Clifford algebra CI"+2 of the space of representation EnH are calculated. 
It is found that the conformal charge conjugate of a 2v-semispinor VIi!' differs from the relativistic, con­
ventional q;t-, by the permutation of the semispinors and the factor 

1 jl-V 

Yn+l = - -t Yh ... Yn], t = number of timelike dimensions of En; 
n!/g/ 

namely, 

VIi!' = =FYn+lq;~ for v even, todd. 

This is related to the Pauli-Gilrsey isospin group. The transformation laws for spinors and conjugate 
spinors under conformal group are studied. Conformal identities for matrix elements and bilinear 
covariants are indicated. 

1. INTRODUCTION 

The conformal group of the space-time especially 
was studied after the discovery of conformal invari­
ance of the Maxwell equations. l It is possible that 
conformal field equations for other zero-rest-mass 
particles (graviton, neutrino) are valid. It is therefore 
important to investigate the conformal properties of 
the matter on the basis of group-theoretical method, 
independently of any field equations. 2 Some argu­
ments for such an investigation are given in this 
introductory section. 

Although the Dirac equation for electron is not 
invariant under conformal transformations, the com­
mutation relations between the 15 Dirac-Pauli 
matrices are characteristic of the generators of the 
conformal group of the space-time or of the iso­
morphic pseudo-orthogonal group in six dimensions. 

The conformal structure of the Dirac matrix 
algebra as a whole can be presented in a fully conformal 
covariant form, independently of any field equation.3 

Namely, the 15 Dirac matrices are unified in two 
anti symmetric conformal "matrix tensors" 

j~b = -j~a' 

unit pseudotensor of the Euclidean space of repre­
sentation E6 (+ + + - + -), then the commutation 
relations are 

[iab' ied] = 2iOlacibdl' Tr iab = 0, (3) 

where I ... I is the sum over cyclic permutation of 
indices (we omit the indices ± in such obvious cases), 
and the covariant law of multiplication for all the 15 
matrices is 

iabiCd = 0a[eod]b + iOlaeibdl ± i€abcde,ie!, (4) 

whence, in particular, 

. - (1/4') 'cd'e! lab - ± . €abcdel' I , 1 = ±(1/6')€ jabjCdje! . abedel , 

YiYk = g1k + ii€1kmnymynY5, 

Ya'Yb' = Oa'b' + (i/3 !)€a'b'e'd'e,yC'yd'y e', 

at,'" = 1,'" ,5. 

(5) 

(6) 

The fundamental formula (4) permits a conformal 
derivation of bilinear relations for matrix elements: 

t(iab)~(jab)~ + o~o~ = 4b~b~, 
iTk = -iiYuYk]' 

itk = =FiYk' 

a,b=1,"',6; 

i~k = - iYsYk , 

it5 = =Fiys, 
(1) O:;'(iab)~ + (iab):;'O~ ± €abcdetCiCd):;'(i"f)~ 

1 1 
Y5 = -:- 4~1 11 Y[l'" Y4]' 

I . g (2) 

g = det gik' 

The indices ± correspond to the two 4-dimensional 
irreducible spinor representations of the proper 
conformal group (the generators are 111, = tii1'b)' If 
Oab is the metric tensor and €abedef the anti symmetric 

= 20~(iab)!. + 2(iab)~O!., (7) 

O:;'(iab)~ - (iab):;'O~ = Ij(i'[a)~(i'b])!.' 
1(' )Ii (·f )kl _ jl jlli Akl 
2 ' fla m I hi n - Uabu mUn , 

where (anti)symmetrizations are made independently 
over the corresponding sort of indices. These con­
formal identities, based exclusively on the com­
mutation relation (2), unify conformally the identities 
established by Pauli and Kofink,4 and serve to derive 
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identities for bilinear covariants (Dirac-type tensors 
or de Broglie-type tensors in his fusion method). 
Some of these are indicated and discussed in the last 
section. 

In the present work, conformal spinor calculus is 
developed, and conformal charge conjugation especi­
ally is studied. For generality, all considerations are 
made for an arbitrary Euclidean or pseudo-Euclidean 
n-dimensional space (n even, n = 2v). Thus we can 
explain, for example, the normalization factors 
and the symmetry properties of spin tensors. The 
principal application is, of course, to the 4-dimen­
sional pseudo-Euclidean space-time (n = 4). How­
ever, the results can also be applied, for example, to 
the Lorentz group itself, if considered as locally iso­
morphic to the conformal group of a conformal 
Euclidean plane (n = 2). 

For Minkowski space it follows that the conformal 
adjunct spinor coincides with the conventional 
(relativistic) adjunct spinor, but the conformal charge 
conjugate spinor differs from the conventional 
(Lorentz) charge conjugate spinor by permutation 
of the semispinors and by the factor Ys. The product 
YsTe has, therefore, a conformal meaning. This is just 
the combination which appears in the transformations 
of the Pauli-Giirsey isospin group (see below). The 
conformal charge conjugate spinor can also be ob­
tained from the Lorentz charge conjugate spinor by 
inversion with respect to the "spacelike hypersphere" 
g ikXiX" - R2 = O. 

2. MATRICES 

The conformal group of a conformal (pseudo-) 
Euclidean space Hn is locally isomorphic with the 
pseudo-orthogonal group Rn+2 of a pseudo-Euclidean 
space of representation E,,+2 with supplementary 
signature (+ -). The subalgebra of even aggregates 
of a Clifford algebra CI 2V+2' van integer, is isomorphic 
to Cl2v+l which, in its turn, decomposes in a direct 
sum of two Clifford algebras, each isomorphic to 
C12v ' The spinor representation of the group R n+2, 

n = 2v, which for the proper (R~+2) and "space­
time-like" (R~+2) components decomposes therefore 
in a direct sum, can be constructed in the following 
two simple ways, a being Pauli matrices: 

fla' = Ya' X a l , fln+2 = i x a2, fl D~F 1 x aa, (8a) 

a', b' = 1, ... , n, n + 1 

(al and a2 can be interchanged). Here Yi' j, k = I, 
... ,n, are 2v-order Dirac-Pauli-type matrices of the 

starting Euclidean space En: 

YiYk + YkYi =: {Yi' Yk} = 2g;k' {Yn+1' Yk} = 0, (9) 

DEF 1 it- v 
2 

Yn+l = --iY[l"'Ynl' Yn+1 = 1, (10) 
n! Igl 

where t is the number of timelike dimensions of 
En' n = 2v, and g;k is the metric tensor of En' g = 
det g ik' The 2v+1-order Dirac-Pauli-type matrices fJa 
of the space of representation En+2 consequently 
satisfy the commutation rules 

a, b, ... = 1, ... , n, n + 1, n + 2, 

with the metric tensor of the space of representation 
En+2 being 

( l<ab) _- (~o" ~ 0_ ~), u 0 I det bab = -det g;k' (12) 

Although the representation (8b) presents some 
advantages (e.g., for inversions, etc.),we shall use the 
representation (8a). 

3. MORPHISMS OF CI 2v 

Let the fundamental spin tensors of CI2v (which 
give the morphisms of this algebra) be': 

(a) A = IIAllvll,A.,f.l,v = 1,··· ,2v ,whichgivesthe 
anti-automorphism of Cl 2v of En, n = 2v (,...." means 
transposition) , 

Y; = Ay;A-I, (-lrYn+1 = AYn+1A-l, 

(13) 

(b) B = II BIlV II, which gives the anti-automorphism 

-y; = By;B-\ (-lrYn+1 = BYn+1B-I, 

B = (_l)!v(v+l)B, (14) 

A = (-ltYn+lB = BYn+1' 

B = (-l)vYn+1A = AYn+!; (15) 

(c) C = IICfll, which gives the pseudo-automor­
phism (dotted indices transform by means of the com­
plex conjugate matrix of transformation; the dot 
denotes complex conjugation, and the asterisk, 
Hermitian conjugation) 

Yi = CYiC-I, (..,I1)v-tYn+l = CYn+1C-l, (16) 

CC = ± 1 according to 

'V - tEO, 1 or 2,3 (mod 4); 
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(d) D = IIDtll, -"Ii = Dy;D-l, 

(_1)V-iYn+1 = DYn+1 D-l, 

DD = ± 1 according to 

'jI - t == 0,3 or 1,2 (mod 4), 

D = (-l)'Yn+1C = (-lYCYn+1' 

C = (-l)"Yn+1D = (-l)tDYn+1; 

(e) E = IIE'ivll, yj = EYiE-I, 

(17) 

(18) 

(-l)tY~+1 = EYn+1E-I, (19) 

E = A-1C = B-1D. 

(f) F = IIF,ivll, -yj = Fyl-I, 

(20) 

(-l)tY~+1 = FYn+1F-l, (21) 

E = Fy n+1 , F = EYn+1' 

(22) 

(23) 

C (or D) can always be chosen so that E or F (some­
times both) become Hermitian. 

F or basis muItivectors and pseudomultivectors, it 
follows that 

(I" "'1" )*=(_l)ik(k-l)Ey. "'1" E-1 
[J, nl [" nl 

= (_l)!k(k+1)Fy .... y. F-1 
[" nl' 

(Yn+IY[h' .. Yhl)* = (-l)t+i klk+1)EYn+lY[h ... YiklE- 1 

= (_1)t+!k(k-1)Fy y., .. y. F-1 
n+1 [11 Jk}' 

5. ROTATIONS OF En 

Under a (pseudo )rotation R(e i
k ) of En, the spinors 

of the spinor space S2V undergo the corresponding 
transformation 

x'; := eikx\ cP' = ± Scp, eikYi = SYkS-l, 

sgn leikl' Yn+1 = SYn+1S-1. (26) 

The versors S can be normalized in different ways. 
We choose the normalization for which CPc transforms 
identically with6 cP: 

SCS-I = C, SBS = 1]8, 1] D~F sgn let;l, todd, 

= sgn I eS's I, t even, 

(27) 

where t and t' are timelike indices, sand s' are space­
like indices of En, and let;1 and ics~1 are determinants 
in a (pseudo-)orthonormalized basis of En. It follows 
for the rest of fundamental spin tensors that 

SAS = sgn leikl '1]A, SDS-1 = sgn leikl' D, 

S* = 1]FS-1F-1 = sgn le i
k l'1]ES-1E-I, (27') 

i.e., the versors S are A-I (or B-l)-(pseudo-)(anti-) 
orthogonal and E (or F)-(pseudo-) (anti-)unitary. 

In this normalization the spinors transform as 
follows: 

(24) rp' = Srp, If'~ = Srpc' q;' = 1]q;S-I, q;~ = 'Yjq;c~-l. 

If E (or F) is Hermitian, one can write 

(Ey '" I' )* - (_1)!Wc-1) Ey ... "I 
[h hl - [h hl ' etc., 

(24') 

i.e., the basis (pseudo )multivectors are E (or F)-( anti-) 
Hermitian. 

4. ADJUNCT AND CONJUGATE SPINORS 

We define the adjunct spinor, the conjugate, and 
"adjunct conjugate" spinors as follows: 

q; == rfF = rp*F, rpc = Cq; = B~, (25) 
- * ~ rpc=rpcF=±B rp, (rpc)c=±rp, 

with ± according to 

'jI - t == 0, 1 or 2,3 (mod 4). 

One can choose another definition, e.g., 

q;E = rp*E, rpD = D1> = B~E = A~F' (25') 

(CPD)n = ± cP, with ± according to 

'jI - t == 0, 3 or 1, 2 (mod 4). 

We shall choose, however, the usual definition (25). 

(28) 
6. BILINEAR COY ARIANTS 

The bilinear covariants and pseudocovariants 
(Dirac-type tensors) transform as follows (lcP and 2cp 
are two arbitrary spinors): 

Ph'''i/, == 21Ph"'h 

D~F jik(k+1)(k 1)-1 2mI' .... y. 1m 
• 'r [J, nl 'r 

= 1]e
/
\, ... e\kP;''''I/" (29) 

Ph"'ik == 21 Ph "'h 

D~F it+~k(k-1)(k ,)-1 2mI' 1' .... y. 1m 
. r n+l [J, n] 'r 

= r;cz,j, ... C1k;,p;''''/k , 

ZIp;'".;. = 12p },.,,;., 21p;''''ik = 12p;,,,.;,,.; (29/) 

and charge conjugate (pseudo)covariants transform 
as follows: 

c ~F 'lk<k+1)(k ,)-1 2 - . . . 1 
Pi''''ik - I • CPcYu, 1';"'1 CPc 

= (_l)l[v(v+1)+k(k+1)lp * . 
'1"'11.' ' 

-c D~F ·t+i k(k-l)(k 1)-1 2 - . . • 1 
Ph"';' - I • CPcYn+1Yr;, Y;kl CPc 

(30) 

= (_l)lrv(v-l )+k(k-l)Jp- * . 
1I"'ik' 
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Further, we define the de Broglie-type (pseudo)­
covariants as 

21 D.!:.F '!k(k+l)(k ,)-1 2 - • . • 1 q it···;. - I . !PeY[i! Y hel !P 
= (_I)t[v(V+l)+k(k+1>l 12q . . 

31'" Jk' 

21 - D.!:.F .t+~k(k-l)(k ,)-1 2 - • . . 1 
qh"';' - I . !PcYn+lY[it Yid!P 

(31) 

= (_1)![V(V-1l+k(k-1)l12q-. . 
ll''':/k ' 

and the corresponding conjugate (pseudo )covariants 
as 

21-c D~F.t+!k(k-1)(k')-12- '" 1 
qh"'h - I . !PY,,+1Y[h Y;.l cP" 

= 12q-,!, . = (_I)t[v(V-1)+k(k-1)] 12q-~ . 
31"'1k 11" 'Jk • 

Finally, one defines in a similar way the "differential" 
(pseudo )covariants. 

7. FUNDAMENTAL SPIN TENSORS 

The generators of the group Rn+2 are 

lab = H~a, ~b] == t~[a~bl = I~b ffi 1;;:0, (33) 

I:b • = iY[a'Yb'l' 1~2,a' = -1:.n+2 = ±!Ya" (34) 

a, b = 1, ... , n, n + 1, n + 2, 

a', b' = 1, ... , n, n + 1. 

In formulas where the signs ± appear (as indices or 
in the sum), we take the superior and inferior signs 

separately. The inequivalent representations 1.0) differ 
by the sign of all Ya" a' = 1,'" , n, n + l.7 

The fundamental spin tensors for En+2 are calcu-

lated in Table I. C is chosen so that for todd F and E 
are Hermitian if F is Hermitian. For t even, E is 

Hermitian if E is Hermitian (then F is anti-Hermitian). 

If we choose, however, iC instead of C, then iF is 

Hermitian and iE anti-Hermitian if F is Hermitian. 
All properties (13)-(23) transcribed for En+2 and {J's 
(instead of En and y's) are satisfied in the table. 

The generators lab = iMao are F (o~ E)-anti~ 
Her~itian; consequently, the operators Mab are F 

(or E)-Hermitian and satisfy the following commuta­
tion rules: 

In the "non diagonal" ("physical") metric bab , 

(35) 

(35') 

det 6ab = -det gik' (36) 

a, b = 1, ... , n, 0, CfJ, 

the "momenta" Mab give in En the angular momentum 
operator M jk, the energy-momentum operator P j , 

the special-conformal operator Kj' and the dilatation 

TABLE I. The fundamental spin tensors for En +2' 

I II III IV 
todd todd t even t even 
v even v odd v even v odd 

(v - todd) (v - t even) (v - t even) (v - todd) 

0 A B 0 0 A B 0 
A A 0 0 -B A 0 0 -B 

(B = -Yn+1A) (B = -Yn+1A) 

0 -A B 0 0 -A B 0 
B A 0 0 B A 0 0 B 

(A == Yn+1B) (A == YnHB) 

0 -D C 0 C 0 0 D 
C D 0 0 C 0 C -D 0 

(D = Y.nHC) (D = -Yn+'C) 

0 D C 0 -c 0 0 D 
D D 0 0 -c 0 C D 0 

(C = -Yn+1D) (c == Yn+1D) 

F 0 F 0 0 E 0 E 
E 0 F 0 -F E 0 E 0 

(F == EYn+') (F = EYn+') 

F 0 F 0 0 -E 0 -E 
F 0 F 0 F E 0 E 0 

(E = FYn+') (E = FYn+1) 
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operator 0: 

MTk = -tiYUYk] ' 

Pi = M% = M~n+l + M~n+2 = -tiylYn+l =F 1), 

Ki = M700 = i(MT.n+2 -'MT.n+l) = !iylYn+l ± 1), 

(37) 

For the anticommutator of M;", one gets 

where E is the Levi-Civita antisymmetric unit pseudo­
tensor in En+2: 

1"'n+2 1 ( 1)1+1 e =, e1"'n+2 = - . 

8, CONFORMAL MATRIX IDENTITIES 

For the conformal "matrix tensors" of arbitrary 
En (n even), 

(39) 

we obtain the anticommutator 

and the following consequences: 

ifai'b = (n + 1)<5ab + iniab , (41) 

jab jab = 1, j!b = <5aa<5bb - <5!b without summation, 

(42) 

lj jab _ 4(lM Mjk + P Kj + K pi _ D2) 
Jr ab - ]! jk j j 

= ten + l)(n + 2), (43) 

(44) 

[(2k) !]-lj[a,a2 ..• ia2._,a2k] 

·t-1 
= ± I E ja2'+lU2k+2 ••• jan+la"H 

(n + 2 - 2k)! a,"'anH ' 

(45) 

which give, in particular for Y i' 

YjYk = gjk - (n _ 2)! Yn+l 

X E yh . .. yl .. - 2 
ik!l''' !"-2 ' 

1 ·t-v 
_ Y .,. Y _ ( l)ik{HH I Y 
k! [11 ik] - - (n _ k)! nH 

X EIl'''inyik+l . , • yin 

and,for Ya', a', b' = 1, ... , n, n + 1, 

X e'l. .. 0',,-1 
Ea'b'c','''c'n_'Y y, 

1 it - v 
_ Y ... Y _ ( 1)ik {k-1) ---.:--
k! [a', a'k] - - (n - k)! 

X E ya'k+' .. , ya ln
+! 

a/l"'a' n+l • 

9. CONFORMAL CHARGE CONJUGATE 

(46) 

(47) 

We adopt for En+2 the same definition (25) and the 
same normalization (27) as for En (mutatis mutandis). 
We limit ourselves in the following considerations to 
the case I in the Table: t odd, v even (the case of the 
relativistic space-time E4)' Then the following results: 

tp = (~:), tp± = cP±, Vi = tp*F, 

i.e., Vi± = rp± = cp±*F, 
_± ±_=I= 
tpe = CPcYn+1, (48) 

where tp is 2v+1-spinor in En+2 , tp± are 2v -semi­
spinors in En+2 , and cP± are 2v-spinors in En. 
Therefore, the conformal adjunct Vi± coincides with 
the "relativistic" one (i.e., with respect to the group 
Rn) rp±, but the conformal charge conjugate '1Pt of a 
2v-spinor of En differs from the usual, relativistic 

conjugate CPt = C¢± = B~± by the permutation of 
the spinors and by the factor Y n+1! This is just the 
combination which appears in the transformations of 
the Pauli-Gtirsey isospin groups: 

f[!' = af[! + bYsf[!e, 

YsCP~ = -b*f[! + a*YsCPe, aa* + bb* = 1. (49) 

Moreover, in the casey - t == 1 (mod 4) (the case of 
relativistic space-time E4), the spinors 

~ = (;~) = (fy::f[!~) 
or 

~ = (f:_~) = (-fY;,:lCP~), If I = 1, (50) 
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are reproduced by conformal charge conjugation: 

~c = C<D = f*~, (SI) 

For f = 1 the spinors (50) are conformally self-con­
jugate! In the case of relativistic space-time E4 , one 
gets 

~ = (p++) or ~ = (-Y~P~), (SO') 
YoPe <P 

and (49) can be written in the following form (Ubeing 
a 2-order matrix): 

~' = u~ or ~' = U~, 
where uu* = 1, det U = 1. (49') 

10. PROPER CONFORMAL TRANSFORMATIONS 

Let the conformal transformations in polispherical 
coordinates9 be 

fa = Aabe, <5abAacAbd = ~Cd' (S2) 

ij D~F sgn /A"'" I , todd(or sgn IAT'TI for t even), (S3) 

with IA":I and IAT',I being determinants with space­
like «(J and (1') and timelike (7' and 7") indices in a 
pseudo-orthonormalized basis in En+2 • F or the 
proper (CP) and space-time-like (cst) conformal 
transformations, we have, from Table I and from (27) 
and (27'), 

S = (S+ 0), Yn+lBS± = ijS-HYn+1B, o S-

S±Yn+lC = Yn+1CS'f, S*±F = ijFS-l±, (S4) 

and, in particular, 

Yn+lBM;b = -M~Yn+1B, M;bYn+1C = -Yn+lCM~, 
M::F = FM;b' ACaAdbM~d = S±M!S-l±; (S5) 

therefore each of the two representations is equivalent 
to the conjugate or complex representation of the 
other (in the known sense of the Lie group theorylO), 
namely 

'F ~ ± -1 
Mab = -Yn+1BMab(Yn+1 B) , 
M;b = -Yn+1CM'f(Yn+1C)-l. (S6) 

The transformation law for the 2" -spinors is 

cp'± = S±cp±, ~'± = ij~±S-l±, 

,± S'f ± 
<Pc = Yn+l Yn+lPc' 

-,± - - ± S-l'f 
<Pc = r;p c Yn+l Yn+l' 

(S7) 
From the relations 

Yn+1M~Yn+l = M~, Yn+1 PTYn+1 = K;, 
Yn+1D±Yn+1 = D±, (S8) 

it is seen that, under the proper (pseudo-)orthogonal 
subgroup R!, P; (and <jj;) transforms identically as 
p± (<jj±); but under the translations P; transforms 
just as q;± under the special conformal transforma­
tions, and under the dilatations it transforms just 
as p'f, 

For the inversion of all coordinates ~a it follows 
that 

S = i{3, S± = ±i: P'± = ±iq;±, ip'± = Ti<jj±, 

q;~± = Tip~, <jj~± = ±i<jj~, (59) 

Since the ~a are homogeneous, it must be assumed 
that the spinors p±, in addition to the simultaneous 
multiplication by -1 (as usual), can also be multi­
plied, one by +i and the other by -i. 

11. IMPROPER CONFORMAL 
TRANSFORMATIONS 

For the improper conformal transformations CS 
and Ct , it follows that 

and we obtain the following transformation laws for 
the 2' -spinors: 

P'± = S'±q;'f, <jj'± = ij<jj'fS,-l±, 
,± S''F 'f -,± - -'f Sf-I'f Pa = -Yn+1 Yn+1Pc, Pc = -r;pcYn+l YnH 

(the spinors p± turn into p'f). 
(61) 

For the inversions Ia in ~a (pseudo-orthonormalized) 
(In+1 and In+2 are inversions with respect to the 
hyperspheres gj,;xjxk T R2 = 0), one can choose 

I 'S'± Y or ± I' .'± 'F 0 ± . 'F a" = a' Ya" P = Ya'P r IYa,q;, 
a'=1,"',n,n+1, (62) 

In+2 : S'± = ±1 or i: P'± = ±q;± or ip±, 

The inversion In+2 with respect to the "timelike 
hypersphere" x 2 + R2 = 0 is remarkable; it trans-
forms p±, ip±, Pt', and ip; into p'F, ip'F, etc, (except 
for a factor ± 1 or i). 

For the total spaceJike (P) and timelike (T) inver­
sions we have, therefore, the equivalence 

(63) 
The conformal conjugation is equivalent (except 

for a factor i) to the relativistic one followed by the 
inversion I n+1' with respect to the "spacelike hyper­
sphere" X2 - R2 = O. 



                                                                                                                                    

124 ANATOLE P. HRISTEV 

12. CONFORMAL BILINEAR COY ARIANTS 

For the conformal "semi" -covariants (or "reduced" 
covariants) 

± DEF 2 -±.± 1 ± 
Pab = cP lal> cP , 

+ DEF 2 -± 1 ± 
Po = cP cP, 

± 1.2 _± 1 ± 
Pa'b' = -21 cP Y[a'Yb'J cP , 

± ±.2-± l± 
Pa',n+2 = I cP Ya' cP , 

a', b' = 1, ... , n, n + 1, 

± D~ 2 -±.± 1 ± _ ±2 -'+' .± 1 ± 
qab - 'Ij1c lab cP - CPcYn+llab cP , 

± DEF 2 -± 1 + ±2 -'+' 1 + 
qo = 'Ij1c cP- = CPeYn+l cP-

the following transformation laws are valid: 

Cl': p~± = p~, 
cst: p~ = -p~, P;b = -AcaAdbP~Y' 
C'·. Po'± -- _Po'+', ± A C Ad ,'+' Pab = - a bPCri' 
Ct : Po'± = Po'+', p± AC AU p,=i=. ab = a b cd' 

(64) 

(65) 

(66) 

there are identical laws for qo and qal) (de Broglie-type 
tensors). 

13. CONFORMAL TENSOR IDENTITIES 

In the Dirac theory of electron, when lcp == 2rp, the 
conformal covariant pab unifies the relativistic tensors 
(densities): magnetoelectric moment M jk = P ik' "spi n 
current" S i = PiS, electric current C i = P i6' and 
pseudoscalar 10 = PSG (except for the dimensional 
factors). 

By contracting the matrix identities (7) with spinors, 
one gets conformal identities for spinors and bilinear 
covariants; for example,ll we have 

PfaP\ = p~t5ab' p~ = tPcdp
Cd

, (67a) 

POPa~ = ±iEabcdefpcdpef, a, b, ... = 1, ... ,6 (67b) 

(these identities are equivalent), and similar identities 
for qab and qo. The "mixed" identities for Dirac­
de Broglie-type covariants are 

!Pflaqfbl = Poqot5ab , 

POqab + PabqO = ±iEabcdefpcdpef, 

POqab - PabqO = iiPf[aqfb]· 

(68a) 

(68b) 

(68c) 

In the quantum theory the operators Pab and Po 
defined as normal products12 verify, e.g., the remark­
able (nonsingular) identity 

Pfa'P\' = Pfb,pfa' == Ga'b" a', b' = 1, ... ,5. (69) 

The identity (67a) gives a conformal Euclidean 
metric as a quadrilinear form of spinors (or bilinear 
form in mesonic field Pal!) in the spirit of de Broglie's 
"methode de fusion13 " for gravitons: 

Gjk == pggjk = MljMlk + SiSk - CiCk 
(GjS == MljS! + C/o). (70) 

These results give new arguments for a further 
investigation of the conformal properties of the 
matter. 
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A new approach to quantum electrodynamics is considered, in which photon spin terms are incorpo­
rated phenomenological1y into the equations of classical electrodynamics in such a way as to yield quan­
tized equations in the Heisenberg picture, for which relativistic requirements are satisfied. Photon 
momentum and energy analyses in the new formalism are then compared to the corresponding analyses 
in conventional field-theoretic formalisms, and questions regarding mathematical and physical consis­
tency are discussed. Different notations are used to distinguish between physical and Hilbert space vectors, 
noting that the Hilbert space of the vector wavefunction has a 3-dimensional subspace resembling 
physical space, mathematically, in a way that allows interesting results, which can be described by two 
formalisms when auxiliary notation is necessary to analyze relationships involving both kinds of vectors. 

1. INTRODUCTION 

The subject of photon spin, per se, receives rela­
tively little attention in discussions of electromagnetic 
field angular momentum,1 and this may be due to the 
fact that quantum field theory attributes only a 
limited physical significance to the concept of intrinsic 
angular momentum for electromagnetic quanta, 
when they are treated as massless vector bosons. 2 

Experiment also yields no compelling evidence to 
suggest that photon spin should be emphasized more 
explicitly, in theory, than is usually the case when it is 
demonstrated to be derivable from its relative obscu­
rity in the framework of quantum electrodynamics. 

It is desired here, however, to introduce it in a way 
which is entirely direct and phenomenological, in the 
hope that the circumspection afforded by this different 
approach may serve to enhance the insight and per­
spective already made possible by the existing relativ­
istic theories of neutral radiation fields. 

2. GENERALIZATION OF CLASSICAL 
ELECTRODYNAMICS 

Relativistic 4-tensors used here are expressed in a 
contravariant form, such that, for two 4-vectors 
a and b, the dot product (i.e., the scalar product) is 
a . g . b, where g is the 4 x 4 metric matrix. This 
formalism obviates the need for many subscripts and 
superscripts, and keeps the Riemannian geometrical 
aspects of the problem clear, because a· g . b is a 
straightforward generalization of the 4-dimensional 
Euclidean dot product, to which it reduces if g is 
replaced by the 4 x 4 identity matrix. The 4-dyad ab 
is then a second-rank 4-tensor, with trace a . g . b, 
expressed in terms of the Riemannian dot product. 
a = (all) = (aO, a), using boldface letters for 3-space 
vectors, with fI, = 0, 1, 2, 3. 

A second-rank 4-tensor 

F = IIP'II = (~ ~), 
using a 2 x 2 matrix array, in which f = FOo, f is a 
3-space row vector, F is a 3-space column vector, and 
F is a 3 x 3 matrix, expressed in 3-space dyadic form. 
Superscripts fI, and v are standard relativistic notation 
for contravariant tensors, although contravariance, as 
opposed to covariance, need not be emphasized 
explicitly in this context. 

In the remainder of this problem, g is assumed to 
be the Lorentz metric of special relativity, because 
gravitational effects are treated as negligible, at least 
to the extent of allowing g to be locally diagonalizable 
to the Lorentzian form, for all phenomena under 
consideration, so that general relativity, per se, is not 
part of the subject of this discussion. 

For the electromagnetic field, 

(0 -E) 
F = oA - (oA)' = ---, 

E 'x B 

(1) 

using contravariant 4-gradient operator 0, 4-potential 
A = (tp, A), electric field strength vector E, magnetic 
flux density vector B, and 3-space identity dyadic " 
with (oA)' defined as the transpose of oA and' x B 
as the cross product of , and B, we see that the 
dynamical equations are 

(} . g . F = V 4 • F = 47TC-1J, (2) 

where 4-current J = (cp, J) and covariant 4-gradient 
V 4 = (0o , V) in terms of 3-space gradient vector V, 
electric current density J, electric charge density p, 
scalar potential tp, and vector potential A. c is the 
speed of light in a vacuum. 

125 
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Using the field relations E = -aoA - VT and 
B = V x A, with 4th rank 4-index E [whose compo­
nents are + 1 when their indices are an even permuta­
tion of (0, 1, 2, 3) and are -1 for odd permutations, 
and zero if any indices are repeated], we have the 
second-rank 4-tensor 

(0 -B) 
G=o'g'cg'A= , 

B -I xE 
(3) 

the dual of F, obtained from it by a duality trans­
formation.3 

The trace of the symmetric tensor F· g . F is 

Tr (F, g' F) = - Tr (G . g' G) = 2(P - B2), (4) 

the weB-known relationship yielding the classical 
electromagnetic Lagrangian density (81T)-1(P - B2). 
The classical electromagnetic 4-tensor of energy­
momentum2 may be obtained as the traceless sym­
metric tensor 

(81T)-1(F . g . F + G . g . G) 

( 

HE2 + B2) E x B ) 
=~~ . 

E x B HE2 + B2)1 - EE - BB 

(5) 

Assume that the correct energy-momentum tensor r 
is 

r = (81T)-\F' g' F + G' g' G) + icQ 

= (:& ';). (6) 

where Q is a quantum term for the quantized electro­
magnetic field, with energy density U, momentum 
density r, energy current density vector t, and 
momentum current density dyadic r. 

We assume that the particle component of the 
electrodynamic problem is a Dirac electron field, with 
spinor wavefunction 'IjJ, having Hermitian conjugate 
1p t , so that J = e1p t V'IjJ for electron charge e and 
v = (c, v); then, using velocity operator v = CIX with 
IX = ~a (in terms of Pauli vector G, anticommuting 
~ and fJ of the Dirac theory) and introducing 
particle4-momentumP = (Po, P) = P - ec-1A, where 
canonical 4-momentum p = ilia [so that cPo = 
ili(%t) - eT and P = -iliV - ec-1A, using i 2 = 
-1 and 21T1i = Planck's constant], we may express 
the 4-tensor of energy-momentum for the particle 
field as 

~ = l1ptcvP'IjJ) + iCvP1p)t'IjJ = (~c~), (7) 
c-1n (f 

where the energy density is 

91 = iC1ptpo'IjJ + ic(Po'IjJ)t1p (8a) 

= i'IjJt(v. P + fJmc2)1p + H(v, P + fJmc2)'ljJJt'IjJ, 

(8b) 
using the Schrodinger equation 

iii O'IjJ = (v. P + {3mc2 + eT)'IjJ, (9) ot 
and where Tr (:1') = 1pt{J1pmc2, m being the rest mass 
of the electron. The momentum density is 

(f = i1ptp1p + t(P'IjJ)t'IjJ. (10) 

The energy-current density is 

II = iC1ptvPo'IjJ + ic(vPo1p)t'IjJ (l1a) 

= c2(j' + c2Vx(t1ptlia1p), (lib) 

using Eq. (9), and the properties of G, to derive Eq. 
(lIb). i'IjJtlia1p, occurring in Eq. (lib), is the electron­
spin angular momentum density. The momentum 
current density dyadic is 

;; = i1pt(vP1p) + t(vP'IjJ)t'IjJ. (12) 

:1' and r satisfy the dynamical equations 

V4 • :1' = - V4 • r = -c-1J. g' F == :F 

= Wo, 3') = (c-1J. E, pE + c-1J x B), (13) 

yielding the energy and momentum equations for the 
electromagnetic and particle fields in terms of the 
4-vector :F, for which c:Fo = J. E is the power density 
transferred by interaction of the electric field with the 
particles, and the 3-space component 3' is the Lorentz 
force density. 

Equations (5), (6), and (13) indicate that V4 • Q = 
0, because the classical part of r already satisfies 
Eq. (13). However, if the vector cross product is taken 
between the 3-space position vector r and the momen­
tum equations, then Eq. (13) yields the angular­
momentum equations, 

a .,. at (r x (f) + v . (- (f x r) - (fv 

a 
= - at (r x r) - V· (-r x r) + r., 

= r x 3', (14) 

where (j'v is "the vector of~" defining the vector of a 
3-space dyadic to be that 3-vector which is obtained 
by replacing all of its dyads by their corresponding 
cross products (so that the vector of ab is a x b). 
rv = icQv, because Eqs. (5) and (6) indicate that 
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the classical part of r is symmetric, and the vector of 
a symmetric dyadic vanishes. 

Equations (9) and (12) and the properties of a 
yield 

!l'v = ttptv X Ptp + t(v x Ptp)t1p 

a 
= - - (!tp t lia1p) - V(!elitptrxtp), (15) 

at 
indicating that !l'v adds the spin component to the 
particle angular momentum, in Eq. (14), assuming 
that the current density dyadic of a is !tptvatp + 
t(va1p)ttp= cltptrxtp,usingv = erxa,andaa + (aa)t =21. 

The rv must account for photon spin in Eq. (14). 
Assuming a photon spin angular momentum density 

S with symmetric current density dyadic eS, it is 
necessary that 

tQv = -aos - V· 8. (16) 

Equation (16), for the inclusion of the photon spin 
component in Eq. (14), is satisfied if 

Q = ( 0 -V x S .... ), 

V x SIx (aoS + Vb) - 2V x S 
(17) 

where 13 is the trace of S. Equations (5), (6), and (17) 
also give 

e-2& - r = V x S, (18) 

consistent with Eq. (II b), so that the corresponding 
densities, including the total densities (in the total 
energy-momentum tensor ~ + f), satisfy similar 
relationships. As the electron spin density is related 
to the electron spin vector ta, so it is assumed that 
the photon spin density is related to the photon spin 
vector s, satisfying s x s = is and s· s == S2 = 
s(s + 1) = 2 for magnitude s = 1. s may be related 
to the 3-space triadic 1 x 1 by using the representation 
in Cartesian unit vectors ei , with 1 = eiei , summed over 
subscripts i = I, 2, 3, and such that 

s = siei = (':'. -;€. ~~:,) = IISijll, (19) 

-le2 Ie! 0 

where Sij = - iei X ej , allowing the triadic form 

eiSi;e; = -ie;(ei x ej)ej = -il x I. (20) 

3. PHOTON WAVEFUNCTION 

Sand s may be related by postulating a photon 
wavefunction 

in 3-component column matrix form with Hermitian 
conjugate 'Yt = ('1'1. 'YL 'I'D in row matrix form. 
The Hilbert space problem may also be treated on a 
Cartesian vector basis, as in Eqs. (19) and (20), with 
'I' = 'Yiei in 3-space vector notation and 'lit = 'I'rei ' 
assuming real ei , so that eI = ei . With this formalism, 

S = li'Yts'Y = -ili'l't x '1', (21) 

thus associating the 3-space vector 'lit x 'I' with the 
intrinsic spin angular momentum of the electro­
magnetic field and thus giving another example of the 
occurrence of the cross product in problems involving 
angular momentum-although, of course, it cannot be 
inferred a priori that this vector formalism should play 
a role in relation to quantum spin.4 

It is also assumed that there is a photon velocity 
operator V such that 

eS = !'YtVs'Y + t(Vs'Y)t'Y = eS', (22) 

assuming that S is a symmetric dyadic equal to its 

transpose S'. 
For photons in free space (not interacting with any 

other fields), a simple Schrodinger equation may be 
sought of the form 

equivalent to 

H'Y = iii a'Y , 
at 

. a'll 
H. 'I' = lli­

at ' 

(23a) 

(23b) 

assuming Hamiltonian operator H, with dyadic form 
H. For this case (free photons), H should be a 
generalization of the classical relativistic Hamiltonian 

-cp, for particles of zero mass, and momentum vector 
p (with magnitude p). Noting that the photon spin 
vector s satisfies the identities 

(ss)t = (ss)' and (ss)' - (ss) = iI x s = is x I, 

and assuming the simplification (for the free field case) 
of letting V· 'I' = 0, the remaining mathematical 
requirements are met by 

H = es • p or H = icl x P = elil x V, 

which yield eV x 'I' = i(o'l'/ot), the same equation 
satisfied by the complex vector X == E + iB when 
J= O. 

In this formalism V = es, and Eq. (22) yields 

S = t'Yt[ss + (ss)']'Y = l'I't.'I' 

- t'l't\p - t('l'f'I')', (24) 
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using ('lit'll)' rather than'l"l't because the components 
of 0/ are operators in the fully quantized field theory, 
and Eq. (24) is written in such a way as to preserve 
"normal ordering." 

V yields eigenvalues ±c (corresponding to trans­
verse modes) and eigenvalue 0 (corresponding to 
longituidnal modes),5 while the field (assumed solenoi­
dal) is restricted to transverse modes, for which the 
total energy equals the total volume integrals 

I d3xo/tHo/ = (87T)-1 I d3xxt . X (25) 

taken over the entire volume of the radiation. Equa­
tion (25),together with the fact that X satisfies Eq. (23), 
may be interpreted by hypothesizing a Hermitian 
operator ('), such that (')2 = 87TH and X = (,)0/, 

equivalent to X = 0 . '1', assuming that X is the 
column matrix representation of X and (') has dyadic 

form O. 
4. PHOTON MOMENTUM 

For an isolated electrodynamic system (interactions 
with other systems or fields assumed negligible), the 
total physical momentum is S d3x(!f + I), integrated 
over the entire volume of the system and summed over 
the electron and electromagnetic components. The 
total canonical momentum of the system is 

I d3x(lpfp1p + o/tpo/), 

using canonical momentum operator p = -iIiV. 
For an isolated system, it might be supposed, axio­
matically, that the total physical momentum is equal 
to the total canonical momentum, an assumption 
which yields 

f d3xr = f d3x(o/tpo/ + c-1 pA), (26) 

which, noting that r = (47TC)-IE x B - tV x S, 
gives a relationship between the electromagnetic 
wavefunction and field vectors, and can be analyzed 
further by letting 'I' = '1'0 + '1'1 and X = Xo + Xl' 
with V • '1'1 = 0 = V x '1'0, Xl = V X AI' and Xo = 
- V tpo. It is possible, in general, to let V • Al = 0, 
<P~ = <Po, and 'I'~ = '1'0, so that, introducing 0/0 as 
the column matrix form of'll 0, it follows that 

indicating the absence of momentum in longitudinal 
photon modes. 

In Coulomb gauge (V. A = 0), the electromagnetic 
scalar potential <P may be identified with <Po, and 
Xl = iV x A - c-I(oAjot) with 2iA = Al - Ai. 

Of the various possible approaches to Eq. (26), the 
axiomatic approach stated here seems to be the 
simplest, and the equation simplifies further if 

f d3x(V x S) = O. 

The axiom leading to Eq. (26) may be generalized 
to the statement 

f d3x(1ptp1p + o/tpo/) 

= I d3x(C-I% + c-Iu, !f + r) (27) 

using canonical 4-momentum operator p = ilio, so 
that the 3-space momentum relationship is the same, 
and the energy relationship follows from the Schro­
dinger equation with the assumption that the total 
Hamiltonian is equal to the total energy for an 
isolated system. 

Thus, for an isolated physical system, the Schro­
dinger equation may be generalized and stated 
axiomatically as the condition that the only allowed 
states are those for which the eigenvalues of the total 
canonical 4-momentum operator are equal to the 
eigenvalues of the total physical 4-momentum (i.e., 
energy-momentum 4-vector) operator (assuming that 
the allowed eigenfunctions are the state vectors, or 
kets, spanning the Hilbert space of the quantum 
system in the completely quantized treatment of the 
dynamical problem). 

On this basis, the dynamical variables are operators 
whose time dependence here results from the fact that 
the mathematical problem is being treated in the 
Heisenberg representation, which largely obviates 
the problem of explicit consideration of the state 
vector in this context, owing to the constancy of the 
total system ket. 6 

5. PHOTON INTERACTION ENERGY 

The simple Hamiltonian of Eq. (23), for the free­
field case, does not generalize in any obvious way for 
nonvanishing J, and mathematical problems related 
to this (the photon wavefunction and the Hamiltonian) 
have been discussed elsewhere in other contexts.7 

The problem is approached here by hypothesizing a 
phenomenological photon energy operator 1 = 
K + %, where K = cs· p represents photon kinetic 
energy, so that Y reduces to H when 'lJ vanishes. 

'lJ must then account for the potential energy of 
interaction of photons with the charged particles. 
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Here it is further assumed that additional Her­
mitian operators may be defined in such a way that 
p = pp = pp, where p == Ipl is defined so that 
Hermitian operator p, acting on an eigenfunction of 
p, multiplies it by the magnitude (absolute value) of 
the momentum for that state and p, acting on this 
eigenfunction, multiplies it by the unit vector in the 
direction of the momentum. In this mathematical 
formalism, then, we may let gradient vector V = 
IVI fI, where p = Ii IVI and fI = ip. 

Now we define the Hermitian operator 3 == P . s, 
with eigenvalues ± I and 0. Then K = cp3, and the 
remaining mathematical requirements may be met 
by letting 'U = (l - 32)cp. For transverse photon 
modes, 32 = I and 'U vanishes; it accounts for the 
potential energy (associated with longitudinal modes) 
through the relation 

J d3x'Yt'lJ'F = J d3x'F~cp'Fo 
= (81T )-1 J d3x(V CfO)2 

= t J d3xpCfo, (28) 

assuming integration over the entire volume of the 
system and assuming that 'Yo and Xo are connected 
by an appropriate relationship, such as the l') trans­
formation of Eq. (25). The operators defined in this 
section may be used in the construction of such 
transformations and in the analysis following Eq. (26). 
The dyadic representation of 'U may be expressed as 

<U = cpp. 
For 3 = - I , the mathematical occurrence of 

negative eigenvalues of K may appear to give some 
basis for speculation about the physical meaning of 
antiphotons; and while photon-antiphoton annihila­
tion, with creation of photons, may be regarded as a 
meaningless process in which there is not really any 
interaction, it can be noted that an tiphotons , con­
jugate to photons of a given circular polarization, may 
be regarded as photons of the opposite polarization.8 

For establishing the total photon energy relation­
ship 

(29) 

and seeking an operator 0 such that 0 2 = 81T l' = 
81Tcp(1 + 3 - 32

), negative Y may result in mathe­
matical problems which can be resolved by using 
different representations of the square root of -1. 
Thus, let i2 = P = -1, assuming that ij = ji with 
it = -i and jt = j, so that 0 may be treated as 
formally Hermitian by substituting j for i wherever 
necessary for that purpose. 

In this treatment, 3 may be interpreted as the 
photon helicity operator, and the square root of 3 
may be regarded as a Hermitian operator with 
eigenvalues 1,0, andj. 

If K is generalized to ,cp3, where' = ± I, negative 
energy can be prevented by forbidding negative '3 
for physical reasons (unlike the situation for Fermi­
Dirac fields). 

The mathematical methods introduced here are not 
unique or exhaustive, and other approaches to the 
problematical aspects of the discussion should be 
possible. The problem of negative l')2 or 0 2 can be 
avoided8 by transforming Hand l' by constant 
additive factors of indeterminate magnitude, adjust­
able to prevent occurrence of negative eigenvalues 
within the range of physical validity or application of 
the formulas (an example of unitary transformation 
of eigenfunctions or base vectors in Hilbert space, 
with a time-dependent transformation yielding the 
new Hamiltonian, whose eigenvalues are displaced 
by a constant additive factor, in this case), without 
altering the physics. 

Implicit in this analysis is the importance of the 
physical theory being invariant under the operations 
of the Lorentz transformation group, and the 4-tensor 
formalism has been employed far enough (explicitly 
in the derivations) to ensure that this principle is not 
neglected in the results. This (a special case of the 
principle of relativity) may be extended to general 
relativity by defining generalized Lorentz transforma­
tion C such that Ct9C = C9Ct = 9, for general 
metric operator 9 = Sgst, equivalent to the Lorentz 
metric g by unitary similarity transformation S, 
yielding L = SASt, with AtgA = AgAt = g, indicating 
the equivalence of L to a Lorentz transformation A of 
special relativity and illustrating the principle oflocal 
Lorentz covariance (for regions in which S may be 
regarded as constant). 

Equation (21) may also be generalized by letting 
'F = :R, 'ill, in terms of unitary transformation :Jl. and 
transformed wavefunction 'ill, yielding S = - ili'U)t • 

(.n-1 X i). 'lV, where 3t-1 is the dyadic form of 
:R,-~ = :R,t..;. The spin representation is :R,ts:R, <=> 

i-1:ft-1 X :ft. 

6. CONCLUSIONS 

Equations (6) and (17) satisfy the angular momentum 
Eq. (14), as well as the standard energy-momentum 
Eq. (13), in a manner which preserves the over-all 
interpretation of the 4-dimensional energy-momentum 
tensor of the electromagnetic field,2 in spite of its 
alteration from the classical form of Eq. (5). 

Thus, the phenomenological formalism here satisfies 
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the relativistic requirement for a Lorentz covariant 
theory, although the approach (to the formulation of 
quantum electrodynamics) differs considerably from 
the manifestly covariant formulations of quantum 
field theory. 

Physical considerations here tend more than usual 
to be manifestly consistent with the correspondence 
principle, by reliance on the formal similarity between 
the Heisenberg formulation of quantum mechanics 
and the classical formulation of dynamics-although 
the main emphasis, of course, is on the differences (in 
particular, the spin terms), which form the crux of the 
problem under consideration. 

The photon wavefunction 'Y, however, is treated 
like a particle wavefunction, including first- and 
second-quantization formalisms, and this differs from 
the usual quantization procedure for the electro­
magnetic field in that it relies less on classical theory. 
Relationships between the wavefunction method 
(useful in this problem) and the field vector method 
(more useful in general) are expressed in integral form 
in Eqs. (25)-(27). Mathematical and physical problems 
confronting the wavefunction formulation have been 
discussed previously.7 

APPENDIX: PHOTON SPIN EIGENSTATES 

Interpretation of -il x I as a photon spin operator 

leads to the interpretation of ip x I = I x V as 
photon helicity operator, with eigenfunctions Cl(I(,3, 
e) = e(l(, 3) exp Uk . r - hot) satisfying V X Cl = 3Cl, 
and ~ X at = 3Clt, through use of the complex unit 
vector e(l(, 3) = 2-i (e1 + i3e2), where e1 , e2 , and I( 
form a right-handed set of real orthonormal vectors, 
such that el X e2 = k, and wave vector k = c-1wk, 
in terms of angular frequency w, and e == wt - k . r. 
e(k,3) satisfies ik X e = 3e, and is normalized in the 
sense that et . e = 1, although e . e = O. 

The photon spin vector is -iClt X Cl = -iet X e = 
3k, for which the second-order homogeneous electro­
magnetic field equations also have the real solution 
2-i (at + Cl) = e1 cos e + 3e2 sin e, representing a 
circularly polarized mode, with right-handed polariza­
tion corresponding to 3 = 1 and left-handed polariza­
tion corresponding to 3 = - I, thus indicating how the 
photon spin aligns with the constant angular velocity 
of the rotating polarization vector. Longitudinal 
photon solutions (3 = 0) do not exist. 

For integration over system volume V, the functions 

U; = v-Ia;, where subscript j -¢::> (k, 3), satisfy 

and f d3xuJ x UI = i3I(bi" for Kronecker b;z. 
'Introducing annihilation operators aj , with corre­

sponding creation operators aJ, yielding number 
operators (ata)j for photon mode j, and,using summa­
tion convention over subscripts j and I, we have 
'I' = aju;, S = -inaJa1uJ x uz, and A = c(hlw)J X 

(a;u; + aIuJ), for quantized transverse modes (re­
placing summation by integration, where necessary, 
as volume V -+ 00). 

Regarding relativistic requirements on constructs 
used here, it might be weII to note that some fault 
has been found with the covariance of the standard 
formulation of quantum electrodynamics,9 so that the 
findings of relativistic invariance here or claims of 
physically possible results must be tempered by these 
considerations. 
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By SO.(n, 1) we denote the identity component of the group O(n, 1), by so(n, 1), the Lie algebra of 
SO.(n, 1). We determine all those representations of the Lie algebras so(n, 1) which can be extended to a 
unitary irreducible representation of the group and give explicit expressions for the generators. The 
general results are specialized to the cases n = 2, 3, 4, and 5. 

1. INTRODUCTION 

We denote by O(n, 1) the group of linear homo­
geneous transformations of the real (n + 1 )-dimen­
sional vector space which leave the quadratic form 

invariant. By SOo(n, 1) we denote the identity com­
ponent of this group and by so(n, 1) the Lie algebra 
of SOo(lI, 1). The group SOo(n, 1) contains n(n + 1)/2 
subgroups of the type 

-1 

cos t 

-sin t 

and n subgroups of the type 

-1 

cosh t 

sinh t 

sin t 

cos t 

1 ~ i < j ~ 11, 

sinh t 

cosh t 

I ~ i S n. 

The matrix gij(t) corresponds to a rotation in the 
(Xi' Xj) plane, and the matrix gi.n+l(t) to a hyperbolic 
rotation in the (Xi' XI/+l) plane. The basis elements Au 

of the Lie algebra so(n, 1) are defined by 

d 
Aii = it gii(t)Lo , (1) 

and they obey the commutation relations 

[Aij, Akd = gikAi/ + gi/A ik - gikAjI - gjlAa" (2) 

with gii = +1 for 1 ~ i ~ 11, gn+l,n+! = -1, and 
gu = 0 for i =;C j. In a unitary irreducible representa­
tion (UIR) of SOo(II,I), the generators Aii are 
anti-Hermitian: 

(3) 

Throughout this paper we use the same symbol for a 
generator Au and the corresponding operator acting 
in a representation space, instead of the more rigorous 
notation p(Aii), which is used, for example,in Ref. 1. 
By exactly the same arguments as in this reference 
(pp. 13, 14), it follows that the representations of the 
Lie algebras so(n, 1) which we determine can be 
extended to UIR's of the group SOo(n, 1). The 
equation on page 14 of Ref. 1 reads in our case 

~ = I A~i = -S2 + 2 I A~j, 
l:Si<i:Sn+l l:Si<i:Sn 

where 

is the second-order Casimir operator of the Lie algebra 
SO(I1, 1) and ~ is the Nelson operator of so(n, 1). 

From relations(2) it is easy to see that a representa­
tion of so(n, 1) is completely determined if we know 
the operators A 12 , A 23 , •.. , A n .n+!, because the other 
operators Aii can be expressed through them by 
relations(2). The generators Au with 1 ~ i < j ~ n 
are a basis for the Lie algebra so(n) of the n-dimen­
sional rotation group, the irreducible representations 
of which have been determined in Ref. 2. Therefore, 
the problem of determining the VIR's of so(n, 1) 
reduces to determining the generator An . n+1 • It 
turns out that this can be done in a straightforward 
way by using the same methods as in Ref. 2. This is 
essentially a consequence of two facts: We reduce 

131 
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with respect to the maximal compact subgroup 
SO (11) , so that within a VIR of SOo(l1, I) a state is 
completely labeled by discrete indices only. Further, 
in a VIR of SOo(l1, 1) an irreducible representation 
of SO(I1) occurs either with multiplicity 1 or not at all. 
This has been shown by Dixmier. 3 

We give in Sec. 2 the results of Ref. 2 ina form that 
is especially suited for our purpose. In Sec. 3 we 
determine the operator An.~+1 and give a complete 
classification of the VIR's of SOo(n, 1). In Sec. 4 we 
specialize the general expressions from Sec. 3 to the 
cases 11 = 2, 3, 4, and 5, and collect the results in 
Tables III-VI. In the Appendix we compare the cases 
11 = 2, 3, and 4 with the work of other authors. 
Results similar to ours have been given in Refs. 4 
and 5. 

2. THE IRREDUCIBLE REPRESENTATIONS 
OF THE GROUPS SO(n) 

We give in this section the results of Ref. 2 with 
some slight modifications of the notation due to 
Hirai4 and Pang.6 The generators Ai; with 1 ::;; i < 
j::;; 11 form a basis of SO(I1) and obey the commutation 
relations 

There are some characteristic differences for 11 = 2p 
even or 11 = 2p + 1 odd. In either case an irreducible 
representation is determined by a set of p numbers 
mij' all integer or half-integer at the same time. We 
denote a vector in a representation space by Imij), 

where mij is an abbreviation for a complete set of 
labels which determine an irreducible representation 
and specify each vector within the representation 
space uniquely. For 11 = 2p the complete scheme is 

m2p-1.p-1 

and for 11 = 2p + 1 

m 2p .1 m 2p •2 

m 2p- 1.1 m2p-1.2 m2p-1.p-1 

The first lines in (5) and (6) determine an irreducible 
representation of so(n), and the other labels specify 
a vector within a representation space. All the mil are 
integer or half-integer at the same time. The first 
index in mi; has always the same numerical value as 
the dimension of a rotation group an irreducible 
representation of which it specifies. The indices mi; 

obey the following conditions: 

Im2k•11 ::;; m 2k- 1 ,1 ::;; m 2k .2 ::;; ••• ::;; m 2k ,k-1 

::;; m 2k-l,k-l ::;; m 2k•k . (7) 

The index k goes from 1 to p - 1 or p for 11 even or 
odd, respectively. The generators A i ,i+l for 1 ::;; i ::;; 
n - 1 are given by 

k 

AZk.2k+1llij) = LA(l2k.i) 1/2k •i + 1) 
;=1 

k 

- LA(l2k.i - 1) 1/2k ,; - 1), 
;=1 

k-1 

AZk-l.2k 11;;) = L B(l2k-l.i) /12k- 1.; + 1) 
;=1 

k-1 

(8) 

- LB(l2k-1,j - 1) /12k- 1•i - 1) 
j=1 

+ iC2k /1;;). (9) 

The matrix elements are 

(10) 
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The indices Iii are connected with the mij through 

12k+l.i = m2k+l,i + i, 
12k• i = m2k .i + i-I. 

(13) 

(14) 

If the representations of so(n) are already known, the 
determination of the representations of so(n + 1) is 
reduced to the problem of specifying the action of 
An •n+1 • It can be shown that the commutation 
relations of so(n + I) are equivalent to those of 
so(n) and the additional commutation relations 

[A i •i+!, A n .n+l ] = 0, for lSi S n - 2, (15) 

[A n- l •n , [A n .n+!, A n- l •n ]] = A n •n+!, (16) 

[A n .n+!, [A n .n+!, A n- 1•n]] = -A n- l •n • (17) 

The result of these commutation relations are again 
generators (8) or (9) with the matrix elements (10)­
(12); however, as a result of the commutation rela­
tions alone, the uppermost line in (5) or (6) respec­
tively consists of complex numbers Zii' They are 
restricted to the labels mii by the requirement of 
antihermiticity . In the next section we see how this 
fact can be exploited to allow us to determine the 
VIR's of SOo(n, 1) very easily. 

3. THE VIR's OF SOo(n, 1) 

In this main section we determine an explicit 
expression for the generator An •n+! of the Lie algebra 
so(n, 1) and give a complete classification of the 
VIR's. As far as possible, we want to use the results 
of the last section. Therefore, it is convenient to define 
a new generator Bn.n+],which is connected to A".n+l 

by 
(18) 

It is easy to see that the generators A i •i+!, with i = 
1 ... n - 1, and B n •n+l together obey the commuta­
tion relations of the Lie algebra SO(11 + 1), e.g., the 
Aii with 1 S i <) S n obey relations (4) and B n •n+! 
satisfies relations (15)-(17), with A n •n+l replaced by 
Bn .n+!. However, in a VIR of SOo(n, 1) we have now, 
instead of (3), 

(19) 

From these considerations it follows that we can 
take from the last section all those results which were 

(11) 

(12) 

derived using only the commutation relations, and 
then we have to impose as an additional requirement 
the hermiticity of Bn •n+!. Clearly, we have to dis­
tinguish again the cases n even or odd, and we begin 
with n = 2p even. According to what we said at the 
end of the last section, we get, for Bn .n+!, from the 
commutation relations, an expression which is given 
by the right-hand side of (8) for k = p. However, in 
the matrix elements (10) the labels 1211+l.i are not 
defined by (I 3), but we now have 

12p+l.i = Z2p+l.i +), ) = 1 ... p, (20) 

where the Zij = Xii + iYii are complex numbers. 
They are strongly restricted by the requirement that 
the so(n) labels m2p .i ,) = 1 ... p, obey the conditions 

Im2P . l l S m 2p .2 S ... S m2p.p-l S m 2p •p (21) 

and by the hermiticity of Bn .n+l • Equation (21) 
means that, for) = 1 ... p - 1, the labels m 2p .; obey 
the condition 

m~~~ = m~i.~+l' j = 1'" p - 1. 

For this to be true, we need 

A(m~~~) = A(m~i.~+! - 1) = ° (22) 

for) = 1 ... p - 1. Equation (22) gives p - 1 con­
ditions for the Z211+l.j; we choose) = 1··· P - 1 and 
get 

(Z2P+!.i + j - t)2 = (m~~~ + j - W 
( min +. .1)2 = m2P .i+l ] - 2 • (23) 

From (23) it follows that Z2p+l.i' with) = 1 ... p - 1, 
must be integer or half-integer, together with the 
so(n)-labels m 2p .j, i.e., Z2p+1,i = m2p+u = m~~j = 
mW~~i+l with the conditions • 

Im2P.ll S m2p+l.l S m 2P .2 S m 2p+ l .2 

= ... S m 2P+l.p-l S m 2p .'P (24) 

and m2p+l.i = 0, t, 1,'" ,) = 1"'p - 1. For the 
remaining constant Z2P+l.p the only requirement is 
that Bn .n+1 be Hermitian, i.e., that all the matrix 
elements A(l2P.i) be purely imaginary. For tbis to be 
true, the expressions under the square root in (10) 
have to be real and negative. The condition of reality 
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restricts Z2P+1,p to one of the two possibilities: 

Z2p+1,p + P - i- = iY2p+l,p, (25a) 

Z2p+l,p + p - t = X 2P+l,p + p - i. (25b) 

The requirement that the square root in (10) has to be 
negative means 

(Z2pnp + p - W = (m 2P,i + ) - l)2 (26) 

for j = 1, ... ,p. These p inequalities are a conse­
quence of the single inequality (26) with} = k + 1, 
where k is the same as in the equation m 2p+l.l = 
... = m2p+1,k = 0, because in this case A(l2p,i) == 0 
for 1 ::;;} ::;; k. The origin of Eq. (26) can be seen as 
follows: The denominator in the matrix elements 
A(l2P,i) is always positive, so that the whole numera­
tor must be negative. Now it is easy to see that the 
expression 
p-l 

II [(12p-l,r - W - (l2P,i + W] 
r=1 

X [(l2P+l" - i)2 - (l2P,i + i)2] 

is always positive, because m 2P±I,i::;; m 2p ,i+l ::;; 

m2.p±U+1' and consequently the whole expression 
under the square root of (10) is negative if (26) is 
fulfilled. We consider now the condition (26) for the 
two possibilities (25) separately. In the case (25a) the 
inequality (26) is satisfied for arbitrary real YZP+l,p; 

however, to avoid having the same representation 
occur more than once, we make the restriction 
o < Yb+1,p' The equality Y2P+1,p = 0 is excluded 
because then A(12p,l) = 0 for 12.11,1 = m 2jJ ,1 = -t 
and A(lb.l - 1) = 0 for mb,l = +t. This case will 
be included later. Here we have no further restric­
tions for the m2p+1,i> with 1 ::;;} ::;; p - 1, and the 
so(n) content is given by (24). We call the representa­
tions of this series D(m2jJ+1,1 ••• m 2p+l,p-l' iY2.P+l,p)' 

In the case (25b) different possibilities occur. If 
x2p+1,p = m 2jJ+1,p is integer or half-integer, together 
with the so(n)-Iabels, it can happen that the smallest 
so(n) label m2p ,1 is further restricted because, for 
m 2p+1,p + p = ±m2jJ,l, we have A(m2p ,1 - 1) = 
A(m2p,l) = O. That means that in this case the restric­
tions for m 2p ,1 are, instead of (24), m 2P+1,p + p ::;;; 
m 2jJ ,1 ::;; m 2p+1,I' with m 2p+1,p + p and m 2jJ+1,i' .i = 
I'" P - 1, equal to t, 1, ~,"'. We call the UIR's 
of this type D±(m2P+1,I'" m 2p+1,p-l; m2p+1,p) ac­
cording to the sign of m2p ,l' 

Let us now assume that m2p+U ;i: 0 and is integer 
for I ::;;}::;;p - 1. Then in (26) we havej = 1, and 
evidently the smallest value of the right-hand side 
is 1, so that (26) reads 

(27) 

To avoid having the same representation occur more 
than once, we have the stronger restriction 

o ::;; X 2jJ+1,p + p - t ::;; t. (28) 

If on the right side the "less than" sign is valid, the 
so(n) content is given by (24), all mij integers, and we 
call these representations DO(m2jJ+1,I'" m 21>+I,.p-l; 

x2P+1,p)' If instead the "equals" sign is valid, the 
matrix element A (l2P,I) = A(l2P,1 - 1) = Oform2P ,1 = 
o so that the so(n) content is given by 

m 2p ,1 = 0 < m 2jJ+1,1 ::;; m 2p ,2' (29) 

and the rest is taken from Eq. (24). We call these 
representations DO(m2p+l.l··· m 2P+1,p-l; m 2P+1,p)' 

There is a last case left. If m 2p+1,i = 0 for 1 ::;; j ::;; k, 
the inequality (26) is 

(x2P+1,P + p - W ::;; (k + W. (30) 

By the same arguments, following Eq. (27) we have 
in this case 

0::;; X 2P+l,p + p - t ::;; k + t. (31) 

Completely analogous to the case (28), there are two 
series of representation: for the "less than" sign at 
the right side of (31) the representations 

Dk(m2P+1,k+l ••• m 2p+1,p-l; X2p+1,P)' 

with the so(n) content (24) and 1 ::;; k ::;; P - 1, and 
for the "equals" sign the representations 

Dk(m21>+I,k+1 ••• m 2p+1,p-l; m 2P+1,p) 

with the so(n) content 

m 2p ,1 = ... = m2p,k+1 = 0 < m 2p+1,k+l 

::;; ... ::;; m2p ,p, (32) 
with 1 ::;; k ::;; P - 2. 

Now let n = 2p + 1 be odd. Then the generator 
Bn ,n+1 is given by (9) with k = P + 1 and the matrix 
elements (11) and (12). The whole discussion is similar 
to the case of n even, and so we give only the major 
steps. The irreducible representations of so(n) are 
determined by the labels m b +1,i' 1 ::;;} ::;; p, with the 
condition 

o ::;; m 2p+1.1 ::;; m Zp+1,2 ::;; ••• ::;; m2p+1,p' (33) 

In the matrix elements B(l2p+U) and C2p+2 ' there 
occur p + I complex constants Z2p+U which are 
connected to the 12p+u through 

(34) 

The inequalities m~~~1,l::;; m2P+l,1 and m~a;I,; = 
mh'!!~I,;+1' for 1 ::;; j ::;; p - 1, give p conditions which 
restrict the Z2P+2,j for I ::;; j ::;; p to integral or half­
integral values which fulfill 

Im2P+2,11 ::;; m2p+1,1 ::;; m2p+2,2 

::;; ... ::;; m2p+2,p ::;; m2p+1,p' (35) 
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The last constant Z2P+2.p+! is restricted by the hermi­
ticity of B2p+l.2P+2' With the same arguments as 
those for n even, we get the following two possibilities, 
which are analogous to (25), 

Z2p+Z.p+1 + P = iY2p+2,p+1' (36a) 

ZZp+2.P+l + p = XZ p+2.p+1 + p, (36b) 

and the following inequality which is analogous to 
(26), 

(Z2p+2.p+l + p)Z S (mZP+2.k + k)2. (37) 

Again, k is the highest value of the second index j 
in m2p+2.i for which m 2p+2.i = O. If all mZp+2.i "=/; 0, 
then k = O. 

Now from the hermiticity of B 2»+1,2p+2 it follows 
that for C2P+2 "=/; 0 only case (36a) can occur. The 
same arguments as for n even give the restriction 
o S Y2p+2 . .»+1' The m 2p+2. j , 1 S j S p, have the 
range Im2p+1.11, m2P+1.J = 0, t, I .... The so(n) con­
tent is given by (35). We denote the representations 
of this class by D(m2p+2•1 ••• m2p+2.p; iY2»+2.p+1)' For 
(36b) to be allowed, it is necessary that m2p+2.1 = o. 
It may happen that some more of the m2P+2.i = 0, 
with 1 S j S k S p. Then we get from (37) 

o < x 2p+2.P+1 + P S k, 

and from (35) it follows that 

m 2p+1.1 = ... = m2p+l.k-l = O. 

(38) 

The equality x 2P+2.P+1 + p = 0 is excluded because 
this case is already contained in the class 

D(m2P+2.1· •• m2pH.'l>; ;Y2p+2.»+1)' 

If the "less than" sign at the right side of (38) is valid, 
we have no further restrictions and denote these repre­
se~tations by D"(m2P+2.k+l··· m 2P+2.p;; x 2.»+2.P+1) 

wIth 1 S k S p. If the "equals" sign is valid, we 
have X2p+2.v+1 + p = k = m 2P+2.p+! + p. We denote 
these representations by Dk(m2P+2.k+l··· m 2P+2.p; 

mZP+2•V+!)' Now 1 S k S P - 1 and, in addition, 
m2P+l.k = O. The results of this paragraph are col­
lected in Tables I and II; the identity representation 
has been omitted in these tables. 

4. SOME SPECIAL CASES 

In this section we specialize the results of Sec. 3 to 
the cases n = 2, 3, 4, and 5. We give explicit expres­
sions for the generators Ai •i+1 , i = 1 ... n; the 
classification of the VIR's is given in Tables III-VI. 
In the coordinate systems the coordinates of each dot 
represent an irreducible representation of so(n). In 
the Appendix we compare our results with those of 
other authors. The generators An .n+! and Bn .n+! are 
always connected through A n .n+! = iBn .n+1' 

(a) n = 2: In a UIR a state is completely labeled by 

Imij) = (Z31). (39) 
m21 

TABLE 1. The complete list of UIR's of SOo(2p, 1). 

Representation and conditions for 
m 2P+1 •1 • •• m2:J1+1,p-l and Z;!P+l,P 

D(m.p+1.1· •. m2P +1 •• -1; iY.o+l .• ) 

m •• +1.; == 0, t, 1,'" for 1 Sj Sp - 1 
Z2pH", + p - t = iY20+1 •• ; 0 < Y.»+l.1> 

DO(n12Pt-l,l'" n12P+l,V-l;X2Jl+l,'J.)) 

m •• H,; == 1,2,3,' ,. for 1 Sj S P - 1 
Z2P+l •• == X2.H •• ;0 S X2p+l •• + p -l < l 

DO(m2PH,l'" m2P-1-1.'P-l; m221+1.~) 
m,pH,; == 1,2,3, ... for 1 S j S P - 1 
Z2p+l.1l == In2P-+l,p; In2iH-l,1l + p = 1 

Dk(m2P+l,k+l' . 'maHI,,'-l; X'Hl",); 1 S k S P - 1 
m _ 10 for 1 Sj S k 

'Pfl,; - II, 2, 3,'" for k + 1 sj SP - 1 
Z.pH •• == x'P+l,p; 0 S X. H l", + p - ~ < k + ~ 

D±(m2Pt1.1· .. m2P+l,p-l; m2P+l,ll) 

m2P+l,; = t, 1, i,'" for 1 Sj S P - 1 
Z2P+l,,, = m2p+l,p; m 2p+1,p + p = t, 1, ! ... 

SO(2p) content 

m ••. l == 0 
m' P+l.l S lI1. p ., S ... S m' p+l,p_l S 1Il2p,p 

m2p,; == 0 for 1 Sj S k 

1Il2P,; = 0 for 1 ::;; j ::;; k + 1 



                                                                                                                                    

136 FRITZ SCHWARZ 

TABLE II. The complete list of VIR's of SOo(2p + I, 1). 

Representation and conditions for 
m2'P+2.1· •• m2p+2,'P and Z2p+2dl+l 

D(m2PH .1 ••• m2PH,p; iY2P+2,P+1) 

m2PH,; = 0, t, 1,··· for 1 ~j ~p 
Z2P r 2,P+l + p = iY2P+2,P+l; 0 ~ Y2P+2,P+1 

Dk(m2P+2,kCl' •• m2p+2,.; X2PH,PH), 1 ~ k ~ P 
m = fOfor 1 ~j ~ k 

'H2" \1,2,3,' "fork + 1 ~j ~p 
Z,p+2,p+1 = x,.+2,P+1; 0 < X,P+2,P+1 + P < k 

U(m,P+2,k+l ••• m2PH,p; m'PH,PH), 1 ~ k ~ P - 1 
_ (0 for 1 ~ j ~ k 

m2pH,; - 1,2,3,'" for k + 1 ~j ~p 
Z2P+2,P+1 = m,p+2,pH; m2P+2,p+l + p = k 

SO(2p + 1) content 

m,pH,; = 0 for 1 ~j ~ k - 1 

m'PH,1 = 0 for 1 ~j ~ k 

TABLE III. The VIR's of SOo(2, 1). The generator is given by Eqs. (41) and (42). 

Representations 

Representations 

Conditions for Z31 

Z31 + t = ;Y31;0 <Y31 

Z31 = X310 0 ~ X 31 + ! < t 
m" = 0, ±1, ±2, '" 
Z31 = m31; m3 1 + 1 = t, 1, ~ ... 

Same as for D+(ms,) 

SO(2) content 

- CY:J < m" < + CY:J, integer or half-integer 

• • • I • •• o m21 

1n31 + 1 ~ mOl 

--1--0 -rTtT-. m 
31 21 

mu + 1 ~ -mOl 

• ._~j 1) --t-
m21 31 0 

TABLE IV. The UIR's of SOo(3, 1). The generator BS4 is given by Eqs. (45)-(47). 

Conditions for mu & Z4' 

Im411 = 0, t. 1 ... 
Zu + 1 = ;Y42; 0 ~ Y42 

mu = 0 
Z42 = X42; 0 < Xu + 1 < 1 

SO(3) content 

Imul ~ mal 
+-+-._e--­
o m41 

o ~ mu 
+----.. ----
o m 

31 

From Secs. 2 and 3 we get specified by the labels 

(40) 
1m;;) = (::: Z42) . 

m21 

(43) 
B23 1m21 ) = A(m21) 1m2! + I) - A(m21 - 1) Im21 - I). 

(41) 

There is only one matrix element 
The generator Au is given by (40) and, for the genera­
tors A23 and B34 , we get from Secs. 2 and 3, respectively, 

(42) 

In Table III the classification of the UIR's of SOo(2, 1) 
is given, and in the Appendix these results are com­
pared with those of Bargmann.7 

(b) n = 3: A state Im;i) in a UIR is completely 

A 23 1m21) = A(m21) Im21 + 1) 

- A(m21 - 1) Im21 - I), (44) 

B34 Im31) = B(mSI) Im31 + 1) + iC2 Im31) 

- B(mal - 1) Im31 - I). (45) 
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TABLE V. The VIR's of SOo(4, O. The generator Bn is given by Eqs. (50)-(52). 

Conditions for m5l & Z.2 SO(4) content 

m51=O,!,l,'" 
Z52 + -~ = iY52, 0 < Y52 

m5l= 1,2,3,'" 
Z52 = X52, 0 ~ X52 + ! < ! 

mSl = 0 
Z52 = X52; 0 ~ XS2 + -i < l 
mSl = 1, 2, 3, ... 
Z52 = m52, m52 + 2 = 1 

mSl=!,I,!,'" 
Z52 = m 52, mS2 + 2 = !, 1, !, ... 
1 ~ m52 + 2 ~ mn or 
! ~ m52 + 2 ~ m 5 l for mSl> m52 

integer or half-integer, respectively 

Same as for D+(m51' m52) 

1 
I 
I • 
• 

I 
I 
I • 
• m51 

m ' 
42 

m 
51 

1 

: 
• 
• 

il15! •••• 

• 
• 
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The matrix element A(m2l) is the same as (42), except that Z31 has to be replaced by m3l with the condition 
Im211 =::;; m31 . The other matrix elements are 

B(m ) = [m2 _ (m + 1)2]! ([m:l - (m3l + 1)2][(Z42 + 1)2 - (m3l + 1)2])! (46) 
31 21 31 (m3l + 1)2[4(m3l + 1)2 _ 1] , 

C
2 

= m2l . m41(Z42 + 1) . 

(m3l + l)m31 
(47) 

In Table IVtheUIR's are classified, and in the Appen­
dix the connection with the notation of Gel'fand et al.8 

is given. 

(c) n = 4: A complete labeling for a state Imi;) in 
a VIR is 

(48) 

The generators A12 and A23 are given by (40) and (44), 
respectively; the other generators are 

A34 Im3l) = B(m3l) Im3l + 1) + iC2 Im31) 
- B(m3l - 1) Im3l - 1), (49) 

B45 Im41m(2) = A(m41) Im4l + 1 , m(2 ) 

+ A(m42) Im'l, m42 + 1) 

- A(m41 - 1) Im41 - 1, mn ) 

- A(m42 - 1) Im41' m42 - 1). (50) 
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TABLE VI. The UIR's of SOo(5, 1). The generator is given by Eqs. (55)-(58). 

Representations Conditions for m61, mu, & Zu SO(5) content 

mSI, mes = 0, t, 1,'" 
o ~ m.l ~ meli or 

mOl ~ mOl ~ msz :=:;; mn 

* ~ mOl ~ me2 for mel> mes 
integer or half· integer respectively 

m52 : I : : 
~ .l ~ ~ 

m62 
- - • -

Zes + 2 = iYea. 0 :=:;; Yu3 

m6l = 0; mu = 1,2,3, ... 
Ze3 = Xe3; 0 < Xea + 2 < 1 

mn = 0; mn = 1,2,3, ... 
Z63 = me3 

mn = mn = 0 
Z.3 = X.3; 0 < Xes + 2 < 2 

m1' I , 
I , , . ~ . m _ _ _ 

k--m51 

mn = 0, mn :=:;; Ins! 

m
S2 

m 
62 

m51 = 0, O:=:;; Inn 

'%2 

The expressions B(m31) and C2 are the same as (46) and (47), with Z42 replaced by m42 with the condition 
Im411 ~ m31 ~ m42' The matrix elements A(m41) and A(m42) are 

A(m
41

) = H(msl + i)2 - (mu + !)2]!([(m51 + !)2 -2 (mu : !)2][(ZIi2 +2 f)2 - (mu +2 WJ)t, (51) 
[(m42 + 1) - mU ][(m42 + 1) - (mu + 1) ] 

A(m42) = H(msl + i)2 _ (m42 + _W)!([(m51 + it -(m42 + f):J[(Z:2 + f)2 - (m~2 + f)21)*. (52) 
[m 41 - (m42 + 1) ][mu - (m42 + 2) J 

The VIR's of SOo(4, 1) are classified in Table V, and 
in the Appendix we compare these results with those 
of Dixmierl and Strom.9 

(d) n = 5: A state Imi;) is completely labeled by 

mel m62 

m51 m52 

1m;;) = m41 m42 (53) 

mal 

m2l 

The generators A12 , A23 , and A34 are already known 
[(40), (44), and (49)]. The remaining two generators 

are 

A45Im41mU) = A(m41) Im41 + 1, m42 ) 

+ A(m42) !m41, m42 + I) 

- A(m41 - 1) !m41 - 1, m(2) 

- A(m42 - 1) Im41 , mn - 1), (54) 

B56 Imslms2) = B(m51) lmlll + 1, m52) 

+ B(mS2 ) /mS1m62 + 1) 

+ iC4 !m5lm52) - B(mSI - 1) 

x Im5l - 1, m52 ) - B(ms2 - 1) 
x Im51m52 - 1). (55) 

We get A(m41) and A(m42) by replacing Z52 through 
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/1152 in (51) and (52) with the condition 1111411 :::;; 1Il51 :::;; /1142 :::;; /1152' The other matrix elements are 

B(111 51 ) = {[m!l - (m51 + 1)2][(m42 + 1)2 - (m51 + 1)2])! 

( 
[m~l - (m51 + 1)2][(m62 + 1)2 - (m51 + 1)2][(z63 + 2)2 - (m 51 + 1)2] )t 

X 2 2 2 2 2 2] , (56) 
(m51 + 1) [4(m51 + 1) - 1][(m52 + 2) - (m51 + 1) ][(m52 + 1) - (m51 + 1) 

B(111 52) = {[m!l - (m52 + 2)2][(m42 + 1)2 - (11152 + 2)2J)! 

X ( 
[m~l - (11152 + 2)2][(m62 + 1)2 - (m52 + 2)2][(Z63 + 2)2 - (m52 + 2)2] )! 

(57) 
(m52 + 2)2[4(11152 + 2)2 - 1 ][(11151 + I? - (m52 + 2)2][m~1 - (m52 + 2)2] , 

C
4 

= m41(m42 + 1)m61(m62 + 1)(z63 + 2). (58) 
(m51 + l)m5lm52 + 2)(11152 + 1) 

The classification of the VIR's of SOo(5, 1) is given 
in Table VI. 
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APPENDIX 

In this appendix we compare our special cases of 
Sec. 4 with the results of some other authors, for 
n = 2 with Bargmann,7 for n = 3 with Gel'fand et al.,8 
for 11 = 4 with Dixmier1 and Strom.9 

(a) 11 = 2: Our generators are related to those of 
Bargrnann7 through Al2 = iHo and A 23 = iH2' e.g., 
B23 = Hz. Our choice of phases is such that 17m == 1. 
The connection between the notation in Ref. 7 and 
for ours is given by the following diagram. 

Notation in q k 111 
Ref. 7 

Our notation t - (Z31 + W /1131 + 1 m21 

Notation of Strom9 /11 j 11 

--
Our notation 11121 m31 /1141 

The representations 7Tt;q of Strom correspond to our 
D±(m51 , 11152) and 7Tr •O to our DO(m51 , m52). The 
representations Yr,a' with r = !, 1, ! ... and t < (f, 
correspond to our D(/1IS1' iYS2), and those for 
r = 1, 2, 3,'" and 0 < (f:::;; t to our DO(m51 , X52). 
The class YO.a with -2 < (f :::;; t is our Dl(X52), and 
the remaining part of the series YO•a for t < (f is our 
!)O(m51 , mS2) for m51 = O. 

Our series DO(X31) is the part of C: in Ref. 7 for which 
o < q :::;; t, and our D(iYS1) is the union of the 
remaining part at C~ with t < q and the series ct. 
Our series D±(m31) are directly related to the cases 
Dt of Ref. 7. 

(b) 11 = 3: It is easy to see that Gel'fand et al.s 

denote our B34 by F3 • The labels are connected in the 
following way. 

Notation in Ref. 8 /11 I 10 11 
---

Our notation /1121 m31 m41 Y42 

Evidently D(/1I41 , iY42) is the main series and Dl(X42) 
the supplementary series. 

(c) 11 = 4: In this case we compare our results with 
those of Strom9 because he calculates from the 
generators of the Weyl basis, which is given in 
Dixmier,1 the generator Po = iA45 • The connection 
with our notation is given by the following. 

I r q (J 

11142 + 1 m51 /1152 + 2 t - (Z52 + 1)2 

1 J. Dixmier, Bull. Soc. Math. (France) 89, 9 (1961). 
2 I. M. Gel'fand and M. L. Zetlin, Dok!. Akad. Nauk SSR 71, 

1017 (1950). 
3 J. Dixmier, Compt. Rend. 250,3263 (1960). 
4 T. Hirai, Proc. Japan Acad. 38, 83,258 (1962). 
• U. Ottoson, Commun. Math. Phys. 8, 228 (1968). 
6 S. C. Pang and K. T, Hecht, J. Math. Phys. 8, 1233 (1967). 
7 V. Bargmann, Ann. Math. 48,586 (1947). 
8 I. M. Gel'fand, R. A. Minlos, and Z. Y. Shapiro, Representa­

tions of the Rotation dnd Lorentz Groups and Their Applications 
(Pergamon, New York, 1963). 

9 S. Strom. Arkiv Fysik 30, 455 (1965). 
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We present a self-contained treatment of the technical parts of distribution theory needed in quantum 
field theory, The treatment is particularly suit,ed for physiCists sin~ an absolute ~inimum of abstract 
functional analysis is used: In fact, only the B~lre categ~ry ~he~rem IS needed, The slm~le na~ure of some 
proofs depends on extensive use of the expansIOn of a dlstnbutlOn as a sum of harmonic OSCillator wave­
functions, While this Hermite expansion is not new, the fact that it provides elementary proofs of several 
theorems does appear to be new. 

1. INTRODUCTION AND NOTATION 

Schwartz's theory of tempered distributions is 
basic to the Giirding-Wightman axiomatation of 
relativistic quantum field theory.1-3 Field theory 
requires technical results from distribution theory and 
not merely the "classical" differential calculus and 
Fourier analysis of distributions-in particular, the 
kernel (or nuclear) theorem is needed to define the 
Wightman functions as distributions in many variables 
(Ref. 2, p. 106). The purpose of this article is to present 
a proof of the kernel theorem particularly suited for 
the physicist-not only is a minimum amount of real 
analysis used, but the basic tool is the harmonic 
oscillator wavefunctions, a familiar friend to any 
physicist. 

The approach we use also provides a simple proof 
of the regularity theorem and several other results 
mentioned in Streater and Wightman.2 By adding 
short sections on the Baire category theorem and on 
convergence in :0', we are able to provide a complete 
treatment of the distribution theory used in Ref. 2. 
We have thus used the discovery of simple proofs of 
the kernel and regularity theorems to present a general 
pedagogic presentation to the reader who wishes to 
study axiomatic field theory without an extensive 
detour into the functional analysis texts. 

Because we will be dealing with several sets of 
infinitely many norms and with objects in many­
dimensional real spaces, an extensive set of notational 
conventions seems imperative. The letters s and I will 
refer to the dimension of the underlying real space. 
S(IR I) and SO) will be used interchangeably for the 
functions of rapid decrease in IR l. The letters 111, n, 
CY., and {J will be used to refer to multi-indices, i.e., 
I-tuples of nonnegative integers nI = (m l , ••• , ml). 

We adopt the standard notation 

nI! = ml ! nI 2!'" nIl!' 

Iml = ml + m2 + ... + Illl' 

(mr = m;l ... Ill~', 

m + 1 = (m1 + 1, ... , ml + 1), 

ol~1 
Da = , 

OX~l • .• ax~l 

xa = X~l ••• X~I. 

In one place, we will slightly abuse this notation as 
follows: We will have I-tuples m and nand s-tuples CY. 

and {J and will write 

(m + 1)"(0! + II = (m, O!) + l)(n. fJ ). (Ll) 

The letters r, s, i, and) will be used for nonnegative 
integers. We will use the letters a, b, and c to refer to 
multi sequences , i.e., a = an where n runs over N l

, 

that is, all multi-indices of I entries. We will, of course, 
use other symbols and, while we will use them 
systematically, we will not introduce them at this point. 

We will suppose that the reader is familiar with 
the basic notions of distribution theory, as pre­
sented, for example, in Ref. 2 (for additional back­
ground, see Refs. 4 and 5 on an elementary level and 
6-10 on a more advanced level). 

In Sec. 2, we present without proofs the basic 
identification of Sand 8' with sequence spaces, an 
identification which is basic to the simple proofs we 
present in Sees. 3 and 4. We return in Sec. 5 to the 
proof of the identifications of Sec. 2. After a section 
on miscellaneous results which follow from the 
sequence approach, we derive the remaining distri­
bution theory needed for (axiomatic) quantum field 
theory as consequences of one general result-the 
Baire category theorem. 

2. THE n-REPRESENTATION 

Functions in S(IR) are in U and thus have expan­
sions L Gn<Pn, where the <Pn are the harmonic oscillator 
wavefunctions 

-I.. ( ) _ -t2-h,( ,)-1 t.l(!!.-)n _,,2 
'f'n X - 'Tr n. e e. 

dx 
140 
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The simple proofs in Secs. 3 and 4 depend on the 
characterization of the Hermite coefficients of 
functions in S: 

Theorem 1: Suppose that I E Sand 

Then, for any m 

an = J rp"ex)f(x) dx. 

.L lanl2 (n + 1)'" == lIall;" < w. 

Conversely, if lIali rn < w for all m, then .L anrpn 
converges (in the topology of S) to a function in S. 

This theorem, which we prove in Sec. 5, establishes 
an isomorphism between 03 and a sequence space. We 
will call the representation of rp E S, as a sequence an, 
the n-space representation. 

Not only do the an that arise from functions in S 
have a simple description, but they also provide a 
simple form for the notion of convergence in S. S has 
convergence defined by an infinite set of norms 
II Ilk' specifically the norms 

Ilfll1' .. ,.oo.I = .L Ilxa DPfl1 00' 

lal :Sr 

where 
IPI :S., 

Ilglloo = sup Ig(x)l. 

If x is any countably normed space, one says Xn -4- x 
if IIxn - xllk -4- 0 for each fixed k. Equivalently, 
convergence can be described by the metric 

p(f, g) = .L r k min (1, IIf - gilt)· 
k 

If x is given two sets of norms II Iii and II Iii, we 
say the sets are equivalent if and only if, for any i, 
there is a C and jl' ... ,jr so that 

1IIIIi ~ C(IIIIIIL, + ... + 1111111;) 
and, for any j, there is a D and iI' ... , is so that 
1IIIIIIi ~ D(lIllli, + ... + 1111Ii). It is easy to see 
equivalent sets of norms provide identical notions of 
convergence, open set, etc., and that "equivalent" is 
an equivalence relation. 

For example, the norms II Ilr.s.oo.I on S are 
"equivalent" to the norms 

Ilfll".p.oo = Ilx"DPflloo' 
More to the point: 

Theorem 2: For I E 03 define 

IIfllm = (~(n + 1)'" /a n /
2)!, 

where {an} are the Hermite coefficients for f The 
norms /I II", and II Ilr.s.oo.I are equivalent. 

This characterization of convergence in 03 (also 
proven in Sec. 5) allows us to find an n-space repre­
sentation of distributions T E 03'. Let us first point out 
a useful property of the II II",. 

Definition: A countable family of norms \I Ilk is 
called directed if for any finite set kl' ... ,k,. there 

is a k and a C so that 1IIIIkl + ... + 1IIIIkr ~ C IIJllk' 

The families {II Ilr.s,oo,I} and {II II",} are directed 
but the family {II lIa,P.,.'} is not. 

Directed families are very useful because they 
provide a simple description of open sets and con­
tinuous functionals. If one looks at the metric p, 
it is not hard to see that, for any family of countable 
norms, every neighborhood of 0 contains a canonical 
neighborhood of the form 

If, in addition, the family of norms is directed, every 
canonical neighborhood contains a simpler neighbor­
hood 

{x Illxlik :$ A}. 

Finally, using the fact that the inverse image of 
{z Ilzl < I} under a continuous linear functional is 
open, one finds: 

Lemma 1: A linear map T: X -4- C with X a 
countably normed space with a directed family 01 
norms {II II;} is continuous if and only if 3 C, k such 
that 

This fact and the directed nature of the II 11m 
allows us to prove: 

Theorem 3: Suppose that T E S'(fR). Let bn = T(rpn)' 
Then Ibnl ~ C(l + n)m for some C and m, and 
T(j) = .L anbn if an is the n-space representative off 
Conversely, if Ibnl ~ C(l + n)m, then f -4- :2 onbn 
defines a tempered distribution. 

Proof' Since T E S' and 1/ II m is directed, / Til ~ 
C 1I111m for some m. But Ilrpnllm = (1 + n)I'" so that 
I Til ~ C(l + n)!m ~ C(l + n)m. To complete the 
proof of the first half of the theorem, we use Theorem 
1, which tells us :2 anrpn converges in S to f For the 
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converse, we merely compute the following: 

I~ anbnl2 ~ [~ la nl2 (n + 1)2m+2] 
X [~Ib,l (n + 1)-2m-2] 

~ C Ilfll~m+2 ~ (n + 1)-2 

~ tC7T21Ifll~m+2' 
so that f --+ ~ anbn is a continuous linear functional 
on S. QED 

We remark that, while we have stated the results for 
S(fR) and S'(fR), identical results hold for S(rRI) and 
S' (rR I). We need only interpret nand m as multi­
indices, and 

1>n(X) = 1>nl(X1) .. ·1>n,(x!). 

To summarize, we have seen that, in the n-repre­
sentation, S represents just the sequences of fast 
falloff and S' represents just the sequences of poly­
nomial growth. 

3. THE REGULARITY THEOREM 

The regularity theorem for tempered distributions 
says that any tempered distribution is the derivative 
of a continuous function of polynomial growth. The 
usual proof (Ref. 6, pp. 239-43) uses the Hahn-Banach 
and Reisz-Markov theorems plus a detailed analysis 
of tempered measures. It might seem a little strange 
that a theorem that never mentions measures needs 
measure theory in its proof. In fact, it does not: 
Using the n-space realization, we present a scandal­
ously elementary proof of this theorem. This proof is 
a distant relative of the proof given by Zerner,u 

The basic idea behind the proof is that we expect 
H - (d2jdx2) + x2 + 1] to act as multiplication by 
n + 1 in the n space. In fact: 

Lemma 2: Let TE S'(rR) have Hermite coefficients 
bn = T(CPn). Then 2-m[ -(d2/dx2) + x2 + l]mT has 
Hermite coefficients (n + l)mbn. 

Proof: 

Tm( - ::2 + x 2 + IfT(1)n) 

= r[2-m
( - ::2 + x2 + 1 r 1>nJ 

= (n + l)mr(1)n)' 

The second input to the proof is that I anCPn is 
"nice" if an falls off fast enough. This follows from: 

Lemma 3: l11>nlloo ~ C(n + l)M for some C and M 
(independent of n). 

Proof: By Theorem 2 and the directed nature of the 
II 11m, IIflloo ~ C IIfllll! for some C and M. QED 

Remarks: (1) The arithmetic of Sec. 5 actually 
shows that we can take M = t. (2) Detailed studies 
of the generating function for the 1>n show that 

II1>nlloo ,-., C(n + 1)-,1-2 as n --+ 00,12 

We are thus ready to prove the regularity theorem. 

Theorem 4: Suppose that T E S'. Then 3 m and a 
continuous bounded function f such that 

T = (- ::2 + x2 + Iff. 
Proof: Let bn be the n-space representative of T. 

Then Ibnl ~ C(n + l)k for some k. Let m = k + 
M + 2, where M is given in Lemma 3. Let an = 
(n + l)-mbn . Then 

~ an II1>nllO'O < 00 

by Lemma 3, and so I an1>n converges in L 00 norm 
(and thus in S') to a bounded continuous function, 
say 2m! By Lemma 2, 

T = (- :X22 + x2 + I fl. QED 

It is now straightforward to obtain the alternate 
form T = DkF, where F is of polynomial growth. 
By using multi-indices, we can prove the regularity 
theorem for 8(fR!). 

4. THE KERNEL THEOREM 

Most proofs of the kernel theorem for 8 rely 
heavily on the theory of "nuclear" spaces (see Ref. 10, 
p. 530 or Ref. 13, pp. 73-84). We present here a proof 
of the kernel theorem on S which relies only on the 
n-space representation. As we will discuss in Sec. 8, 
this is a relative of existing proofs for 'D. 

In its "normal" form, the kernel theorem is a 
statement about separately continuous bilinear func­
tionals. We divide it into two parts: that any separately 
continuous functional is jointly continuous and that 
jointly continuous functionals have the requisite form. 
In this section, we consider only the latter part. This 
part is the crucial half of the kernel theorem-in 
particular, the kernel theorem fails to hold for, say, 
P(rR I) because the analog of this half breaks down. 
We will prove the other part of the kernel theorem in 
Sec. 7. 

Let us first establish the form we will need for joint 
continuity. 
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Definition: A bilinear map B(x,y) from pairs 
x E X, Y E Y into C is jointly continuous if it is 
continuous as a map of X x Y into C, i.e., if and 
only if for any E, xo, and Yo there are neighborhoods 
N of Xo and M of Yo such that x E N, Y E M implies 
IB(x,y) - B(xo,Yo)1 < E. 

Lemma 4: Let X and Y be two countably normed 
spaces with directed families of norms {II IIr} and 
{II II;.}. Let B be a bilinear form on X x Y. Then the 
following are equivalent: 

(a) B is jointly continuous. 
(b) B is jointly continuous at (0,0). 
(c) If Xn ~ 0, Yn ~ 0, then B(xn' Yn) ~ 0. 
(d) For some r, A, and C 

IB(x,y)1 ~ C Ilxll. lIyll;.. 

Proof: (a) => (b) => (d) => (a) and (c) => (b) can be 
proven by "standard" methods such as those used for 
linear functionals in Banach space. We only remark 
that (c) => (b) depends essentially on the fact that 
we are in metric spaces where the open sets are 
describable in terms of sequential convergence (for 
example, the analogous result is false for ~). (b) => (d) 
depends on the fact that the norms are directed. 

QED 

Theorem 5: Let B be jointly continuous bilinear 
functional on S(rR I) X S(rRS). Then there is a unique 
distribution Tin S' (rR I+S) so that 

B(j, g) = T(j 0 g), 
where 

(j0 g)(x,y) = f(x)g(y). 

Proof: Let C, m, and {3 be chosen such that 

IB(f,g)1 ~ C IIflim IIglip. (4.1) 
Suppose that 

t ln ·a) = B(1)n' 1>a), nEN I
, aENB. 

Since B is jointly continuous and f = .2 an1>n and 
g = .2 ba1>a, we have that B(j, g) = .2 tnaarA. On 
the other hand, by (4.1), 

Itn.al ~ l11>nllm l11>allp = (n + 1)m(a + l)P 
= [en, a) + 1]lm.p). 

Thus the sequence f ln .a) defines an element.2 t(n.a)1>ln.a) 
of S' (rR Btl), 

where 

h = I C(n.al1>(n.a) . 

Since f 0 g has the Hermite coefficients anba , we have 
that 

T(f 0 g) = .2 tn anba = B(f, g). 
a 

n,Gl 

This proves existence. Since T is completely deter­
mined by the T(1)(n.a)) (its Hermite coefficients) and 
we must have 

T(1)(n.a)) = T(1)n 01>a) = B(1)n' 1>a) = Ina' 

T is unique. QED 

Theorem 6: Let M be a jointly continuous multi­
linear functional on S(rR (1) X ••. x S(rR Ir). Then 
there is a unique distribution Tin S'(rRh+"'+lr ) such 
that 

M(fl"" ,J,) = T(j1 0 '" 0J,). 

Proof: The proof is analogous to Theorem 5. 

5. PROOFS OF THEOREMS 1 AND 2 

We prove Theorems 1 and 2 through a sequence of 
lemmas. 

Lemma 5: Suppose thatfE S(rR) and an = (f,1>n). 
Then 

for all m. 

Proof: Since fE D[(p2 + x2 + l)m] for all m, 
21an l

2 (n + l)m = 2-m <f, (p2 + x2 + l)mf) < CI) for 
all m. 

To complete the proofs of Theorems 1 anti 2, we 
must first establish the equivalence of the II IIr,s.oo.:E 
and \I 11m. We do this by establishing the equivalence 
of each of these families of norms with several families 
of intermediate norms. First we show the \I lIa./1,oo 
are equivalent to the norms 

with 

Lemma 6: 

so that 

IIflla,/l,2 = IIx"DPfIl2' 

IIfII; = flf(X)1
2 

dx. 

IIfII2 ~ 7T!(lIflloo + IIxflloo), 

! IIflla,p,2 ~ 7T (lIfIL.,/1,OO + IIflla+l,p,oo)' 

Proof: 

IlfII; = L:dX(1 + x2rl[(1 + x2) If12] 

~ 1\(1 + x2
) Ifl21\00 fa) 1 dx 2 Loo + x 

S 7T(IIJlloo + I\xflla)2. QED 

To bound the II 1100's by the II 112 norms, the above 
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trick does not work. However, the Fourier transform 
"reverses" the ordering of LP spaces, explicitly: 

Lemma 7: Let 

J(p) = (271)-tJ e-iM'f(x) dx. 

Then, forfE S, 

IIfl12 = 111112, Ilflloo ~ (271ri IIJI11' 
Proof' The L2 inequality is, of course, well known 

to any physicist (see, e.g., Ref. 14, pp. 355-62). The 
L 00 inequality is trivial. QED 

Lemma 8: 

111111 ~ 1Tt(111112 + IlpJ 112) 
so that (by Lemma 7) 

Ilflloo ~ 2-f(llfI12 + IIDfI12) 
and 

IlfIL •. fl.oo ~ r!(llflla.fl.2 + Ilflla.P+1.2 + rJ.llflla-1.fl.2)' 

Proof' As in the proof of Lemma 6, 

/11111 = L: dp[(1 + l)f IJI][(l + p2rt] 

~ [L:dP(l + lr1r (J dp 1112 + Ipllz)! 
~ 1Tt(llJllz + IlpJllz). QED 

N.B.: (1) Lemma 8 is known as a Sobolev inequality 
in the mathematics literature. (2) Thus, 

114>,,1100 ~ 114>,,112 + \lP4>,,1I2 
= 1 + r![n! + (n + 1)!] 

~ 3(n + ll, 
as stated in Sec. 2. 

We thus see that the II Ila.p 00 and II Ila.P.2 families 
are equivalent. Finally: 

Lemma 9: The II Ilr .•. ",.!: and II 11m norms are 
equivalent. 

Proof: All we need prove is that the II II m and the 
II Ila.P.2 norms are equivalent because we already 
have proven the II lIa.fl.2 and II Ilr .•. ",.l: equivalent. 
Let 'Y} t and 'Y} be the usual creation and annihilation 
operators. Since 'Y}, 'Y} t are linear combinations of x, p, 
and vice versa, and since any polynomial in x's and 
p's is equal to a polynomial with only x2 DP terms, the 
II Ila./1.2 norms are equivalent to the norms 1I('Y}#)YI12, 
where ('Y}#)k is a generic symbol for a monomial of 
degree k in 'Y} and 'Y}t. Since Ilfllm = I ('Y}'Y}t)mfI12 , the 
II II m are a subset of the II ('Y}#)k . 112 norms. But it is 

easy to see that II ('Y}#)Yllz ~ (2k)k Ilfllm with m = k 
(crude estimate) so that the II II m norms are equiva­
lent to the II (1}#)," . liz. This completes the proof. 

QED 

To complete this section, we need only show that 
Ilall", < w implies that L an4>n converges in 8. This 
is a consequence of the equivalence of the norms and 
the fact that 8 is complete. (For a proof of this last 
fact, see Ref. 10, pp. 92-94.) 

6. OTHER THEOREMS IN THE 
n-REPRESENTATION 

In this section we point out several theorems whose 
proofs are also simple in the n-representation. 

Theorem 7: S is separable; i.e., it has a countable 
dense set. 

Proof: Since I,,<N an4>n converges to f in S if 
an = <4>n ,f), the finite linear combinations of the 
4>n with rational coefficients are dense in 8 and are 
countable. QED 

Theorem 8: 8 is dense in 8' in the weak topology 
on 8'. 

Proof' If bn = T(4)n)' Ln<N bn4>n -+ T in the weak 
topology on 8'. But ~n<N bn4>n E 8. QED 

The next result is a little surprising: 

Theorem 915 : For any I, SO) and S(1) are isomorphic 
as topological vector spaces. Thus, for any s and I, 
S(IRI) and S(IRS) are isomorphic. 

Proof' We prove the result for I = 2. The proof is 
similar for I > 2. Consider the map u of N2 onto N 
by u(O, 0) = 0, u(l, 0) = 1, u(O, 1) = 2; u(2,0) = 
3, ... ; I.e., 

u(r, s) = iCr + s)(r + s + 1) + s. 

We map 8(1) onto 8(2) by (F(a»r.s = au(r.s) . 
Because u(r, s) obeys the relations 

r ~ u(r, s), s ~ u(r, s), 

u(r, s) + 1 ~ (r + 1)2(S + 1)2, 

we immediately have 

i (n + l)m /a n l 2 ~ ! (r + 1)2m(s + 1)2m !F(a)r.l 
n=l T,s=l 

and 

i (r + l)ffll(s + 1)"'2IF(a)r.sI2 ~ i (n + l)mlm2Ian I
2

• 

r.s=l n=l 

Thus the norms a -+ IIF(a) 11ml.m2 and the II 11m are 
equivalent. QED 
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This identity of Sm and S(8) is not so useful as one 
might think at first. It says that we only have to prove 
theorems for S(1) if the theorem only refers to the 
"internal" structure of S. However, theorems like the 
regularity and kernel theorem refer to "external" 
structure, i.e., the realization of some distributions as 
functions and the map of S(lIl x S(l.) into S(I,+ I .). 

7. THE BAIRE CATEGORY THEOREM 
AND APPLICATIONS 

There are four results mentioned in Ref. 2 which 
we have not yet proven: 

(1) The completeness of S'. 
(2) The nature of bounded sets in S (equivalence of 

weak and norm boundedness). 
(3) The fact that separate continuity implies joint 

continuity for bilinear forms. 
(4) The uniform convergence on bounded sets of 

ordinary distributions. 

One is able to prove (1)-(3) from one abstract 
principle (Theorem 10); we will also be able to prove 
a weak form of (4) sufficient for the application in 
Ref. 2. The material in this section is rather standard. 
We only present it here because it is usually difficult 
to cull only the results needed for Ref. 2 from the 
texts. 

Theorem 10 (Baire Category Theorem): Let X be a 
complete metric space and suppose that 

Then some i, Ai has a nonempty interior. 

Proof: The argument is quite simple. See Ref. 16. 

As a simple consequence: 

Theorem 11 (Principle of Uniform Boundedl1ess): Let 
X be a countably normed space with II Ilr a directed 
sequence of norms. Let:F be a set in X', the dual of X. 
If {F(j) I FE :F} is bounded for each I E X, then there 
is a C and an r so that, for all I and all FE :F, 

I F(f) I ~ C Ilfllr· 

Proof' Suppose that SN = {fE X/IF(j)1 < N for 
all FE :F}. Then each S N is closed and, by the hypothe­
sis of the theorem, X = U SN' Thus, for some N, SN 
has a nonempty interior. Therefore there exist an N, 
r, fo, and I: such that IIg - follk ~ I: implies g E SN' 
Suppose that a = sup IF(fo)l. Then Ilhll, < I: and 
FE:F imply that 

IF(h) I ~ IFCfo + h)1 + IF(fo) I ~ N + a. 

Therefore, 

I F(h) I ~ [(N + a)/I:] IIhll, for all hand FE:Y. 

QED 

Corollary 1: 8' is weakly sequentially complete. 

Proof: Let Tn be a weak Cauchy sequence of tem­
pered distributions; i.e., for eachfE S, let Tn(j) be a 
Cauchy sequence of numbers. Since this is Cauchy, 
lim Tn(j) = T(j) as 11 -+ 00 exists. T defined this way 
is linear. We must only show it is continuous. But 
since lim TnU) as 11-+ 00 exists, {Tn U)}n=1,2, ... is 
bounded. Thus, by Theorem 11, for some C and m, 
I Tn(f)1 ~ C Ilfllm. Therefore, IT(!)I ~ C IIfllm' and 
so T is continuous. 

Corollary 2: Let B be a separately continuous 
bilinear form on S(rR 11) x S(rR I.). Then it is jointly 
continuous. 

Proof' Let In -+ O,gn -+ o ,where fn E S(ll), gn E S(l·). 

We need only show that B(f" , g,,) -+ O. Let Fn(g) = 
BUn' g). By continuity for fixed f, Fn E S(l.)'. By 
continuity for fixed g, Fn(g) -+ 0 for each g, and thus 
{Fn(g)} is bounded for each g. Thus, for some C and 
m, IF,,(g)1 ~ c IIglim for all n. Since gn -+ 0 in S{l·), 
IIgnlim -+ O. QED 

Corollary 3: Let M be a separately continuous r­
linear form on S(lRll) x ... X S(lRlr). Then it is 
jointly continuous. 

Proof' We use induction on r. r = 2 has been 
proved in Corollary 2. Assuming the results for 
r = R, we let M(j(l), ... ,f(R+l» be given, and let 
f~) be sequences in S(/;) with f~) -+ O. For each 
g E S(IR+Il, M( -, -, ... ,g) is jointly continuous as 
an R-linear form by the induction hypothesis, and 
thus 

M(f~l), ... ,f~RJ, g) -+ O. 

Proceeding as in the proof of Corollary 2, we see that 

M(f~), ... ,f~R+l) -+ 0 

so that M is jointly continuous. QED 

We can also discuss bounded sets by using Theorems 
10 and 11. 

Theorem 12: For a set A c S, the following are 
equivalent: 

(a) For any neighborhood N of 0, there is a real 
number A. with AA c N. 

Cb) For each m, {llfllm IfE A} is bounded. 
(c) For each FE 8', {FCf) ilEA} is bounded. 
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Proof: (a)-¢:> (b) is quite simple, as is (b) ==> (c). 
To prove (c) ==> (b), we proceed as follows: For each 
g E L2(fR8) and fixed (1]#)m, 

{f (rl)mg(f) = J g[(1]#)mf] IfE A} 
is bounded. By Theorem 11 with X = L2, the 
{11(1]#)mfll2IfE A} are bounded. Thus (b) follows. 

QED 

Definition: A set A c S obeying the conditions in 
Theorem 12 is called bounded. 

Theorem 13: for a set B c Sf, the following are 
equivalent: 

(a) For any fE S, {F(f) I FE B} is bounded. 
(b) There is a C and an m such that, for all FEB, 

fE S, I F(!) I ~ C Ilfllm. 
(c) For any bounded set A c S, {F(f) I FEB, 

fE A} is bounded. 

Proof: (c) ==> (a) is easy. (a) ==> (b) is Theorem 12. 
(b) => (c) is proven as follows: Given (b) and a 
bounded set A, sup {llfllmfE A} = k < 00. Thus, 
for any fE A, FE B, I F(f) I ~ Ck. QED 

Definition: A set B c Sf obeying the conditions in 
Theorem 13 is called bounded. 

Theorem 14: A sequence fn --* fin the \I II-topology 
on S if and only if, for any bounded set B c Sf, 
F(fn) --* F(f) uniformly for FEB. 

Proof' One direction of the proof (only if) is a 
simple consequence of Theorem l3(b). The other 
direction is an interesting exercise; since this theorem 
is purely motivational, we do not provide a complete 
proof. 

Theorem 14 suggests the following definition: 

Definition: A sequence -of distribution Fn is said to 
converge strongly to F if and only if, for any bounded 
subset A c S, Fn(f) -+ F(f) uniformly forfE A. 

The analog for S of statement (4) at the beginning 
of the section is the following theorem, which we will 
not prove. 

Theorem 15: A sequence of distributions Fn con­
verges strongly to F if and only if it converges weakly. 

Remark: In Theorem 14, we could replace "se­
quence" by the more general notion of net necessary 

for the complete description of a topology by con­
vergence. However, the word sequence is essential in 
Theorem 15 and cannot be replaced by net. 

Theorem 15 is implied by two other statements. 

Theorem 16: Suppose that Fn --* F weakly with 
Fn, FE Sf. Let A c S be a compact subset. Then 
Fn(f) --* F(!) uniformly for f EA. 

Theorem 17: If A c S is bounded, then A is compact. 

We will not prove Theorem 17, but Theorem 16 will 
follow from results in Sec. 8. 

8. A THEOREM FOR ORDINARY 
DISTRmUTIONS 

In Ref. 2, Wightman and Streater state and use the 
analog of Theorem 15 for ~. Actually, one only needs 
a weak analog of Theorem 16 in his application, and 
we will prove this weak form in this section and show 
that it suffices in the application. 

Lemma 10: Let X be a countably normed space and 
suppose that Fn , FE X', the dual of X. Suppose that 
Fn(x) --* F(x) for each x in X. Let A be a compact 
subset of X. Then Fn(x) --* F(x) uniformly for 
x E A; that is, given E, we can find N such that n > N 
and x E A implies IFn(x) - F(x) I < E. 

Proof: Let II Ilr be a directed sequence of norms 
for X. By Theorem 11, there is a C and an r such that 
IFn(x) I ~ C Ilxll r and I F(x) I ~ C Ilxll r • For each 
x E A, let B", = {y Illx - yllr < E/3C}. The {B", I x E 

A} cover A and so, by compactness, we find Xl, ... , 

Xm such that U:l B"'i =:> A. Since Fn(Xi) --* F(Xi), we 
can find N such that n > N implies IFn(Xi) - F(Xi) \ < 
E/3 for i = 1, ... ,m. Let X E A. Find i such that 
x E B"'i' i.e., Ilx - xillr < E/3G. Then, for any n, 

IFn(x) - Fn (Xi) \ < E/3 and \F(x) - F(x.) \ < E/3. 

Thus, if n > N, 

IF(x) - Fn(x) \ 5: IF(x) - F(Xi) \ + \F(Xi) - Fn(Xi) \ 

+ IF .. (Xi) - Fn(x) I < E. 

This proves the result since E is arbitrary. 

Remarks: (1) The proof of Lemma 10 is really a 
classical equicontinuity argument. (2) Thus Theorem 
16 is proven. 

Theorem 18: Let A c ~(\') be a family offunctions 
such that 

(i) A is compact in ~(\'). 
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(ii) For some fixed compact C c ('), f E A implies 
supp fCC. Let Fn , F E ~«('))' and let Fn(g) -+ Fn(g) 
for all g E~. Then Fn(J) -+ F(J) uniformly for f EA. 

Remarks: (1) It is not difficult to prove that (i) 
implies (ii), but in the application (ii) can be directly 
verified. (2) One can actually show that any closed 
bounded set in ~ obeys (i) and (ii), and so the analog 
of Theorem 17 follows. 

Proof of 18: Let ~c«(') be the subspace of ~«(') of 
functions with support in C. The topology of ~(O) 
restricted to ~c«(') is described by the norms Ilflla = 
IID'Jlloo, so that ~c«(') is a countably normed space. 
Since the Fn and F are continuous on ~(O), they are 
continuous on ~c«('), and thus we are in the condi­
tions of Lemma 10. QED 

The application in Ref. 2 of the uniform conver­
gence idea is to the case (Ref. 2, p. 83) A = U-.,} 
where f E ~«(') and x lies in some small compact, so 
small that we can assume (ii) without thought. To 
verify (i) is easy: The map x -+ f-OJ is continuous, and 
so the image of a compact set of x is compact in 
~«('). 

9. RELATION TO OTHER APPROACHES 

The crucial element in the proofs of Secs. 5 and 6 
is the realization of 8 as a sequence space and the 
realization of topology in terms of the norms II II m • 

The systematic use of Hermite expansions goes back 
at least as far as WeinerY Our realization of 8 is 
certainly not new; there is a short discussion of it in 
Schwartz's book (Ref. 6, pp. 271-83). A set of norms 
closely related to the II 11m is implicit in Schwartz and 
a similar set of norms is discussed by Kristensen 
et al. 18 The proof of the kernel theorem in their norms 

Ilall;.K = I (Inl + If Icn l
2 

n 

is not as direct as in the II 11m since the multiplicative 
property (1.1) avoids messy arithmetic. The only 
"new" result which we can possibly claim is the fact 
that the n-space realization of 8 provides a simple 
proof of the nuclear theorem-but this proof is 
clearly related to the various proofs of the nuclear 
theorem for ~ which depend on· Fourier series 
(Ref. 13, pp. 11-18; Refs. 19 and 20); in fact, our 
proof must be the "analogous proof for 8" alluded 
to by Gel'fand and Vilenkin (Ref. 13, p. 19). However, 
for the student of Ref. 2 faced with the statement 
"there does not seem to be an analogous elementary 
proof available for 8" (p. 43), it seems useful to have 
the details spelled out. 

It is interesting to notice the close connection with 
Bargmann's beautiful and complete treatment of 
tempered distributions.21 He realizes 8 as a family of 
entire functions and finds that 8' can also be so 
realized. Up to the factors of .In! the Taylor coeffi­
cients for his entire functions are just the Hermite 
coefficients of the elements of 8 and 8'. His Hilbert 
spaces Fr are just the multisequences with Iiali r < 00 

(although his inner product is not quite that given by 
II Ilr and he has r run over the all reals). Bargmann's 
results that S is "essentially" nt::..oo 1'k and 8' is 
essentially ut-,,=-oo l' k (Ref. 21, p. 4) is evident from our 
Theorems 1 and 3. Bargmann's proofs of the regularity 
and kernel theorems (Ref. 20, pp. 70 and 68) are more 
or less our proofs in a complex function theoretic 
guise. In one sense, then, our simple proof is based on 
the observation that for these two theorems Bargmann's 
proofs do not require the elaborate constructions he 
uses. However, the treatment of the wide array of 
problems he considers uses analytic function theory 
(particularly variants of the maximum modulus 
principle) in an essential way. [Perhaps the relation 
of our approach to Bargmann's can be illustrated by 
remarking that it is identical to the relation of 
Schwinger's creation operator treatment of angular 
momentum,22 to Bargmann's approach24 for SU(2).] 

To the reader who wishes to use this note as a 
jumping off point for a more detailed study of 
tempered distributions, we can recommend Barg­
mann's approach most emphatically. Alternately, 
sequence spaces have been studied extensively by 
Kothe.25.26 

We should also mention to the student of axiomatic 
field theory that, while he can avoid delving into the 
theory of nuclear spaces in studying Ref. 2, Jaffe's 
important work on "strictly localizable fields" 27 

introduces a large class of test function spaces for 
which the kernel theorem is needed and for which the 
Hermite expansion method does not work. 
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One studies conditions under which a gauge transformation can be implemented by a unitary operator 
in some representations of the canonical (anti-) commutation relations; an application is then given to 
local gauge transformations in field theory. 

INTRODUCTION 

This paper originates from an attempt to under­
stand the source of the difficulties which one faces in 
constructing generators of "canonical" local trans­
formations of relativistic fields. We shall be mainly 
concerned with gauge transformation of the second 
type, but most of what will be said goes over almost 
verbatim to, e.g., "internal symmetry" groups. 

The fact that such generators cannot be con­
structed in otherwise simple cases has been known 
for some time,! although domain problems plague 
the nonexistence proofs (these generators, when they 
exist, are expected to be unbounded operators). We 
shall discuss the existence of a continuous group of 
unitary operators that induce the group of trans­
formations considered, a problem equivalent to the 
previous one, via Stone's theorem. We shall consider 
only some representations of the canonical fields, 
selected for having a structure particularly well suited 
for our purposes, and probably of not much physical 
interest,2 and we shall show that in most of them 
(in a sense to be made precise later) such a weakly 

continuous group of unitary operators cannot be 
found. 

Also, while the nonexistence of the generators of 
gauge groups (equal-time currents) as bona fide 
operators may cast some doubts on their formal 
manipulations, meaningful results can be obtained 
by giving them a meaning as bilinear forms.! Our 
results have no bearing on such an approach. 

The content of the paper is as follows: In Sec. 1 we 
pose the problem and fix our notation, and actually 
generalize the previous setup in a rather natural way. 
Section 2 will be devoted to the solution of the 
generalized problem. In Sec. 3 the case of relativistic 
free fields will be considered, in the light of the 
preceding results, and the corresponding statement 
about local "charges" will be explicated. 

1. THE PROBLEM 

A. Canonical Anticommutation Relations 

We shall start posing our problem in the case of 
canonical anticommutation relations (CAR's). 

Let {ai' an, i = 1, ... , n, be a countable set of 
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operators on a Hilbert space Je, satisfying the relations 

aia~ + a:ai = I~ij, aia) + ajai = 0, (1) 

where A * is the adjoint of A, I the identity in C(Je), 
and ~ij is the Kronecker delta. 

Let A be the smallest (concrete) C*-algebra con­
taining all ai and ai; we shall denote by .it the algebra 

A considered as an abstract algebra. If {An}, n = I, 
2, ... , is a sequence of real numbers, the mapping 
'Te defined for each e by 

(2) 

defines an automorphism of A and therefore of A. 
We are interested in the following question: In which 

representation 1T of .it can one find a (strongly) con­
tinuous group of unitary operators V such that, for 

all an' 
ei ).n01T(a n) = V01T(a n)V;\ ve, (3) 

where 1T(an) is the representative of an . 
One could alternatively consider the free Fermi 

system3 over4 C2(1R 3 , fi) generated by 

[2(1R 3) 3 f -4- a(f), a*(f). 

[It is then part of the definition thatf -+ a(f) is linear 
and affine and that a(f)a*(g) + a*(g)a(f) = (g,f), 
where (., .) denotes scalar product in [2(1R 3)]. 

The automorphisms of interest would then be the 
ones induced by a one-parameter continuous group 
of unitary operators on [2(1R 3), with generator r 
having totally discrete spectrum. 

This is actually the setup with an interpretation in 
"current algebra" terminology; the correspondence 
with the previous discrete scheme is given by an ~ 
a(gn), where gn E C2(1R3) are the eigenfunctions of r 
and rgn = Angn' 

B. Tensor Product Representations of .it 

We shall only consider a special type of repre­
sentations of the algebra .it, the "tensor-product" 
ones,5 whose defining properties will be outlined 
presently. This will enable us to discuss the existence 
of "local generators" in the simple but instructive 
case of free fields; a similar analysis can presumably 
be performed for other representations, such as the 
exponential ones,6 so as to accommodate also cases of 
interacting fields; this is, however, beyond the scope 
of the present paper. Let the Jei , i = 1, 2, ... , be 2-
dimensional Hilbert spaces and 0i == (lXi' Pi) be a 
vector in Jei of norm one (llXil2 + IPil 2 = I). 

Consider, in the Cartesian product ITi=1.2 .... Jei 

(the set of sequences {~i}' ~i E Je i ), the subset ~ 
defined by: ~ i ¥: 0i only for a finite number of indices. 

On ~ a (strictly positive) bilinear form is defined by 

({~i} \ {1]i}) = II (~i' 1];), 
i=l,··· 

where (~i' 1]i) is the scalar product in Je i and by 
convention 

II Ai = 1 if Ai = 1, V i. 
i,~l.··· 

The completion of ~ in the norm defined by C' 1 .) is 
called tensor product of the Je;'s relative to the vector 
{OJ and is denoted by 

(g,) 

Jeg == ® Jei · 

Let ai' ai, and Ni be the operators on Jei defined by 
(in matrix notation) ai ~ (~~), aj ~ (~~), and 
Ni ~ (~ ~); then the operators defined on Jeg by 

ai{~i} == {ei"Nl~l'···' ei"Ni-l~i_1' ai~i. ~i+1'" .}. 

ai{~i} == {e+ilTN1~1'" '. ei1rNi-l~i_1' ai*~i' ~i+1""} 

satisfy 

aia':; + ak*ai = (jik' aia i + aiai = 0 

and provide therefore a representation of the CAR on 
®Q Jei , called the tensor product representation 
relative to 0 == {Oi} == (01 , ~, ••• ). 

For different choices of {Oi} one has, in general, 
different representations; necessary and sufficient 
conditions for their equivalence are known,7 and we 
could formulate our problem in that language. 

2. SOLUTION OF THE GENERALIZED 
PROBLEM 

A. Unitary Operators 

We shall now determine conditions for the existence 
of unitary operators with the properties 

Voa k V;l = eiOlkak' k == 1,"', n. 

Suppose that Vo exists. Let VO•k be defined on Jek by 

V. (r:t..k) = ( r:t..k ) O,k Pk ei).kOpk . 

With JeN == ®~1 Jei , one can show that 

Je{Ch) = JeN @;reo!, 0 1 = {Ok' k ~ N}. (4) 

Let VJNl be defined by 

V(Nlgk } = g!}, ~~ = V8.k~7" 
for k ~ N, ~! = ~1" k > N. (5) 

Then V;1 V~l\') is of the form I @ WJl\') relative to the 
decomposition (4Y, and one has 

IVoO, 0)1::5: l(VoNON, ON) I 
N 

= II [1 - 2xi1 - xk)(1 - cos AkO)], 
k=l 
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where ON = {Ok' k S; N} and Xk = loc.kl2 = 1 - IPkI 2
, 

o S; Xk S; I. Similarly, let ~ == {~k} E.re° be such that 
3 ko > 0 for which ~k = ilk if k > ko (vectors of this 
form are dense in Jeo by construction). 

Arguing as before, one proves 
ko 

I( V 9~, ~)I S; II [1 - 2xk (1 - xk)(1 - cos Ai)). (6) 
k=l 

It follows that a nec(!ssary and sufficient condition 
for the existence of U9 in the given representation is 

I xk(l - xk)(1 - cos OAk) < 00. (7) 
k 

Indeed, if (6) were not satisfied, one would have 
(~, U8~) = 0 for ~ in a dense subset of Je, which is 
impossible if Uo is unitary (and therefore bounded). 
On the other hand, if (6) is satisfied, one can easily 
prove that Uo exists and is, in fact, the strong limit of 
vf, as defined'in Eq. (5), when N ---+ 00. 

Clearly, inequality (7) is satisfied for all 0 and all 
choices of {Ao} if 

I xiI - xk ) < 00. (8) 
k 

Tensor product representations relative to vectors 0 
for which (8) is satisfied are called discrete ih the 
terminology of Ref. 8; in such representations the 
automorphisms defined by (2) are always implemented 
by a unitary operator, and, in fact, Uo is strongly 
continuous in O. We shall therefore concentrate on the 
problem of the existence of the unitary operator U9 

in representations which are not discrete. The follow­
ing result is easily established. 

Proposition 1: If the (tensor product) representation 
is not discrete and if {Ak } has a finite number of limit 
points, among which there is neither 0 nor 00, then 
(7) can be satisfied for at most one value of 0 in the 
open interval 0-21T. 

The proof follows immediately from the following 
remark: If A l , ... , As are the limit points of {Ak }, 

let IP, p = 1, ... , s, be defined by 

IP:{k EZ JIAk -Api < €}, 

where Z are the integers and 2€ is chosen smaller than 

inf IAi - Ajl. 
CU) 
i*j 

Then for at least one value of p, I S; P S; s, one has 

~ xk(l - x k ) = 00. 

By similar arguments, it is easily established that if 
{Ak } does not have 0 and 00 as limit points and the 
representation is not a discrete one, one can find a 
neighborhood .N' 0 of 0 = 0 such that U9 does not 

exist for 0 E.N' 0, 0 ~ O. We now consider the general 
case in which {Ak } can have any limit point [e.g., 
Ak == k, in which case (2) could be interpreted as 
translations in a discrete space, see Ref. 9]. 

Given the representation and the sequence {Ak }, let 
N be the set of values of f) for which Uo exists. By 
Schwartz's inequality it is easily established that 
.N' is closed over the field of integers Z, i.e., 

rpE.N', ljJE.N':;::;.-mrp+mpE.N', 'rIm,n. (9) 

One proves in addition that if Ol' O2 E .N' , 

F(81 + (2) S; {[F(Ol)]! + [Fc(2)]ip, (10) 

where F(8) = I xk(I - xk)(l - cos 8Ak ). From (9) 
and (10) one sees the following. 

Remark 1: If F(O) is uniformly bounded on an open 
interval of the real line, then it is uniformly bounded 
on every bounded interval. 

We shall now prove the following 

Proposition 2: If the (tensor product) representation 
is not discrete, Vo cannot exist for all 8 E.N' if oN' is an 
open set with Lebesque measure ~ O. 

It will be sufficient to prove this proposition for an 
open interval (a, b); due to the group structure of 
Vo (Uo, U02 = UO,+8

2
) , one can take a = O. Consider 

the (increasing) sequence of positive functions Pi\' 
defined by 

N 

FN(8) = I xk (1 - xk )(1 - COsAk8). (11) 
1 

For each N, FN is continuous and bounded, and 
therefore measurable on any Borel set. Assume that 
FN (0) converges [to F(8)] for all 0 in (0, c). [Since 
FN+1(O) ~ FN(8), FN(8) converges to F(8), for all 8 
for which F(e) exists.] We want to prove that this 
leads to a contradiction. 

By Osgood's theorem,lO F(8) is then continuous on 
a residual set,n since it is the pointwise limit of a 
sequence of continuous functions. Therefore, one can 
find 0 < a < b < c such that F(O) is uniformly 
bounded for a < 0 < b. But then, by Remark 1, 
it is uniformly bounded on any bounded interval 
(a', b'). 

Consider now 

G~·b) == f FN(O)ocO 

N 

= ~Xk(1 - x,J[b - a - k-1(sin Akb - sin Aka)]. 
k=l 

(12) 
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Since pN(O) is uniformly bounded for all N, including 
N = 00, and pN(O) converges pointwise to P(O) , it 
follows that the convergence is uniform on every 
bounded open interval and therefore that 

G~·b) ------+ G(a,bl == fb F(O)rt.O. 
N-+oo a 

From (12) one can see, however, that if {Ak } does not 
have 0 as a limit point, G~V·bl does not converge for 
any (a, b) when N ----)0. co [since 1 - A;l sin Ak > (l(E) 

if Ak > E). 

We conclude therefore the following. 

Proposition 3,' If the representation is not discrete 
and if {Ak } does not have zero as limit point, the 
operator Uo cannot exist for all 0 in .N', if .N' is an 
open set of Lebesgue measure ~ O. 

It should be remarked that, under the assumptions 
of Proposition 3, the set of O's for which U8 exists 
could be dense in the real line, as the following simple 
example shows. 

Assume that Ak = k and xn(1 - xn) = k-1on,k!' 
In xn(I - Xn) = 00. If 6!27T is rational, one has 

I xn(1 - xn)(1 - cos On) < 00, 
n 

since only a finite number of terms in the sum are 
nonzero. Therefore, Uo exists for all O's for which 
O!27r is rational. In fact, given a countable set ~o in 
0-27T, one can show that there exists a (nondiscrete) 
representation in which Uo exists for all () E ~o . 

On the other hand, if 

I A; < 00, 
iI: 

Uo exists for all O's in all tensor product representa­
tions; this is, in fact, a particular case of a result 
which will be established later. 

Finally, combining (9), (10), and Osgood's theorem, 
one has 

Proposition 4: If U8 exists for a set of Lebesque 
measure different from zero, then Uo is (strongly) 
continuous in () on every open interval, and in 
particular on any neighborhood of the origin, and, 
therefore, by Stone's theorem, there exists a self­
adjoint operator r such that Uo = eir~ (indeed, .1./, 
are its eigenvalues). 

B. Tensor Product Representations of CCR's 

All the results outlined so far hold also for the 
tensor product representations of canonical commuta­
tion relations. These are defined much in the same way 

as for the CAR's, but now the Jei are infinite-dimen­
sional (separable) Hilbert spaces; iii and at satisfy on 
Jei the relations 

[ai, a11 = 1, [ai' ai] = 0, 

and ai and ai are defined by 

a~gl" ", $i""} = {$l," " ai$i," .}, 
# * ai = ai or ai' 

on 
lUi} 

Je = @Jei , Oi E Jei · 
i 

The mapping we are interested in is again 

(2') 

One can also here reformulate the problem in terms 
of a free Bose system3 over &(1R3), where & is some 
subset of £:2(1R 3). The situation is, however, more 
complicated here, as compared to the Fermi system, 
since there is no "canonical" candidate for &(IR 3) and. 
if one chooses a particular basis {gil, gi E &, V i, and 
the correspondence 

a(gi) ----)0. ai, a*(g;) ----)0. at, 

then the results may depend on the basis chosen. 
We shall set aside this problem for the time being 

and concentrate on the discrete formulation. 
A necessary and sufficient condition for the exist­

ence of Uo is found as in the case of the CAR's and is 

n.l,} 

where 0n.k = kOAn and f3~ = 1rt.~12, Ik f3~ = 1, V n, 
and the rt.~ are defined by 

On = I cx~~~, a:an~~ = k~~, I~~I = 1. 
k 

(The last equations define $~, modulo an inessential 
phase factor.) 

A sufficient condition for the validity of (7') is 

I f3~f3~ < 00. 
n.i,i 
Nj 

(8') 

The (product) representations for which (8') is satis­
fied are called discrete in the terminology of Ref. 8; 
indeed, (8') is equivalent to 

(8") 

for a (unique, modulo changments in a finite number 
of points) choice of the function k. 

The equivalence of (8') and (8") is easily established 
and will not be proven here. In a discrete representa­
tion, for every value of () E rR 1 there exists a unitary 
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operator Uo which induces the automorphism defined 
by (2'), and, in fact, the (group of) Vo's is strongly 
continuous in O. 

We shall henceforth assume that (8') is not satisfied. 
Let 

Yg,n = L fJ:fJ~H, ' LYg,n = 1, V n. 
n I; 

Let rx ~~ (n, ~), n = I, 2, ... and ~ = I, 2, . " be 
an enumeration of Z+ x Z+; and let 

Pa == ~An' Xa = Yg,n' 

Then (7') takes the form 
00 

Lx(1 - cos PaO) < 00, L Xa = 00. (7") 
11.=1 

This is very similar to (7), however, since {Pa} can 
have 00 as a limit point even if {An} does not, the 
analog of Proposition I does not hold here.12 One 
has the analog of Proposition 2 and 3, and therefore: 

Proposition 3': If a product representation of the 
CCR's is not discrete and if the sequence {Ak } does not 
have zero as limit point, an operator Vo inducing (2') 
cannot exist for all () E .N', if .N' is an open set of 
Lebesque measure :;;6: O. As in the case of the CAR's, 
if L xaCi - cos PaO) < 00, 0 EX, .N' an open set in 
IR 1, then (0, VoO) is continuous in 0 in any neighbor­
hood of the origin. Also (~, Vo~) is continuous, where 
~ = {~k}' ~k:;;6: Ok only for a finite number of k's. 
As the set of such ~ is dense in (8)0 Jek and Vo is 
unitary, we have the following. 

Proposition 4': If (7') is satisfied for all 0 E d, d 
an open interval of IR 1, then the Uo form a strongly 
continuous group of unitary operators, and a self­
adjoint operator r exists, such that Vo = eior. 

C. Extensions to Other Representations of the 
CAR's and CCR's 

The following results are easily established, and 
extend slightly the representations of the CAR's and 
of the CCR's for which TO defined by (2) [resp. (2')] 
can be induced by a group of unitary operators. 

Proposition 5: If the product representations studied 
in Secs. 2(A) and 2(B) are subrepresentations of a 
representation TT acting on a Hilbert space Je and if 
the hypotheses of Propositions 3 and 3' are satisfied, 
then one cannot find a continuous group of unitary 
operators Vo on Je such that 

VoTT(A)U;l = TT(To(A». 

Indeed, let TTl be a subrepresentation of TT, and let the 
hypotheses of Propositions 3 and 3' be satisfied by 

TTl' Assume that for all 0 E.N', .N' a neighborhood of 
the origin, one can find Vo (on Je) such that 

UoTT(ak)U;l = TT(ak)iOAk
, 

We will prove that this leads to a contradiction, 
Since TTl is a subrepresentation of TT, there exist a 

projection P E TT(A)' [the commutant of TT(A)] such 
that 

Je = Jel E8 Je2 , Jel = PJe, TTl(A) = TT(A)lpJe. 

But then one can find operators Ui ; from :Ie; to Jei , 

II Vii II ~ I, such that 

TTih(A»U i ; = Ui;TTlA), UnU!l E TTl(A),. (13) 

Since TTl (A) is irreducible, vllui-t == c(O) E 1R1, 
Ie! ~ 1. 

If V(O) is strongly continuous in 0, also c(O) is 
continuous; but c(O) takes the value I at 0 = O. 
Therefore, one can find a neighborhood .N' of the 
origin such that c(e) > t, 0 E.N'. 

It follows from (13) that the operators Vo defined, 
for e E.N', by Vu(e) = c!(O)Vo induce the auto­
morphism TO in the representation 171; but this is 
excluded by Propositions 3 and 3'. 

D. Further Extensions 

We shall need an extension of the previous results 
to the case of tensor product representations (of the 
CAR's or of the CCR's) which are constructed as in 
Secs.2(A)and2(B),but with "a finite number of degrees 
of freedom" in each space Jei . More precisely, taking, 
e.g., the case of CCR's, the representation is now 
defined on 

n 
®Je;, 0 = {O;, 110;11 = I}, 
1 

by operators a;, ai, bi , and bi defined by 

ai{~i} = {~l"" ,ai~;'" .), etc., 

where ai' ... , hi are operators on Je i satisfying 

[a;, ai*] = [hi, bi*] = 1, all other commutators = O. 

The operators ai' ... , hi thus satisfy 

[ai, aj] = [b;, bj*] = /J;i' 

all other commutators vanish. (14) 

The automorphism TO (of the algebra generated by 
0i and bi) is now characterized by 

a k -+ a/ceiO ).., b k -+ bke-iOh• (15) 

One could again reformulate everything in terms of a 
Bose (or Fermi) system over C2(1R 3) E8 C2(IR 3); it is 
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then immediately seen that the generalization intro­
duced here is necessary if T9 has to acquire an inter­
pretation as a gauge group of the second kind. 

Also, for the representations of the algebra (14) and 
the action of the group of transformations (I5), a 
result holds which is the analog of Propositions 3 and 
3'; the place of the discrete representations is now 
taken by a somewhat more complex class. Let ai and 
bi be given as operators in Jei ; a tensor product 
representation of the algebra (14) will be called 
charge discrete if it is (unitarily equivalent to the one) 
defined by the construction outlined in Sec. I(B), on 
the space ®f Jei , where the vector ; == {;i} (also 
denoted by ®i ;i) is charge discrete in the following 
sense. 

Definition: With the previous notation, let ';f, n = 
0, ± 1, ±2,"', be the orthogonal projections of 
~i E Jei on the eigenspace of aiai - bibi relative to 
the eigenvalue n. Then ~ is charge discrete if and only 
if 

(16) 
n,i,i 

or, equivalently, if there exists a function k --+ n(k) 
such that 

L (1 - 1~~(k)12) < 00. (16') 
k 

(Loosely speaking, the ~i are, for all but a finite 
number of values of i, "almost" eigenvalues of 
Na; - Nb;.) 

With this definition, one has the following proposi­
tion, a proof of which can be obtained by a simple 
adaptation of the proof of Propositions 3 and 3': 

Proposition 6: The mapping T9' defined by (15) on 
the algebra A generated by the operators in (14), can 
be implemented in a tensor product representation by 
unitary operators U9 for all () in a neighborhood of 
() = ° (and then in all neighborhoods) if and only 
if the representation is charge discrete. When this 
condition is met, the U9 can be taken to form a 
weakly continuous group, and the corresponding 
generator r has ~ in its domain if {A'k} does not have 
00 as a limit point (this condition is only sufficient). 

3. RELATIVISTIC FREE FIELDS AND LOCAL 
CHARGES 

A. Local Gauge Transformations 

We shall now use the results of Sec. 2 to make 
statements about local gauge transformations of a 
relativistic free field. We shall consider only a charged 
scalar field, but the results hold for charged fields of 
any spin. 

A free scalar field is (see, e.g., Ref. 13) a continuous 
linear functional on a space of (sufficiently smooth) 
solutions of the Klein-Gordon equation, with values 
in (unbounded) self-adjoint operators on a Hilbert 
space Je such that 

[rp*(f), rp(g)] = (f, g)KGI, 

[rp(f), rp(g)] = 0, (17) 
with 

I (, a 
(f, g)KG == j(x, t) - g(x, t) 

1=0 at 
- g(x, t) i j(x, t») rlx. at 

Another definition,3.l4.15 which avoids the domain 
questions which must be specified in (17), is, loosely 
speaking, an exponentiated version of (17), and con­
sists in a mapping from a space of (smooth) solutions 
of the Klein-Gordon equation to pairs of unitary 
operators WI (f) , W2(g) satisfying 

Win WICg) = WI(g) WI(f) , 
2 2 2 2 

WlnW2(g) = W2(g) WIC j) exp a 1m (f,g)KG] (17') 

with the proviso that only those representations are 
considered in which 

A --+ WI(Aj) 
2 

is, for fixed t, strongly continuous in A (to ensure the 
existence of the fields rp). 

We shall, by way of example, consider the Fock 
representation, in which all domain problems are 
easily settled (and also the arbitrariness in the choice 
of the space of solutions of the KG equation does not 
effect the results), and we shall work in the unexpo­
nentiated form. 

From the corresponding property of the solutions 
of the KG equation, it follows that a free field is 
identified by the restriction at some fixed time to of the 
field and of its first time derivative. In conventional 
notations, this characterizes a field as a mapping 

C2(fR 3) =:> S '.3 f --+ (rp(f, to), 7T(f, to». 

We have 

rpU, t) = a(/w-ieiwt
) + b*(jeo-ie- iwt), 

i7T(], t) = a(fw!eiwt
) - b*(jwie-iwt), (18) 

where I is the Fourier transform of f and w(k) = 
(k2 + m2)i. 

In (18), a(x) and b(X) are representations of a Bose 
system [over [2(fR 3)]; in the representation space 
there exists a (unique, up to a phase) vector Q in the 
domain of a(·), b(·), such that a(x)Q = b(X)Q = 0, 
X E [2(fR 3). 
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It should be noted that another natural representa­
tion of a Bose system can be obtained from (18) 
(always on Fock space) writing 

cP(f, t) = oc/f) + Pt(!), 
iTr(f, t) = oct(f) - Pt(!). (19) 

There exist now, in the Fock representation, no 
vector 0' in the domain of OCt and oc: (or rather of 
their closure) such that ocix)O' = Pt(X)Q' = 0, for 
X and some t. One could, of course, construct a 
representation in which such a vector Q exists; this 
would be a natural representation for the description 
of gauge transformations, inasmuch as one can find 
unitary operators inducing any given transformation 
f ->- ei"f, at least if cP is sufficiently smooth. 

However, in terms of the oc and the P which appear 
in (19), the time evolution has now a complicated 
form, e.g., 

where 

It is easily seen, using, e.g., the methods of Ref. 16, 
that for no value of t can one find a unitary operator 
U(t) inducing (19'); in particular, a Hamiltonian does 
not exist. 

This fact is at the basis of the difficulty in construct­
ing "local charges" for a free relativistic field and, in 
general, for a nonfree field in the interaction represen­
tation. We are now ready to prove the following. 

Proposition 7: Let Sf ->- (cP(f) , 71'(/» provide the 
(t = 0 description of the) Fock representation of a 
free scalar charged relativistic fiellt; let B be any open 
set in IR 3 with the piecewise differentiable boundaries. 
Then there exists no real number (), different from 2n7T, 
nEZ, for which one can find a unitary operator Uo 
such that 

U {cP(f)}U-1 = i{cP(f)} if suppj c B, 
o 7T(f) 8 7T(f) 

U {CPU)}U-1 = {CPU)} if suppj ('\ B = ,J.. 
o 7T(j) 0 71'(1) ~ 

(20) 

The proof relies on the fact that, 15 under the hypotheses 
of Proposition 7, the representation space JeF can 
be written as 

on each Jei acts a quartet of operators ai' a;, hi' h; 
such that [ai' an = ... [h;, h;*] = I and all other 
commutators vanish. The set ai' ... , h;* is irreducible 
in Jei . Denote by ai ,"', b? the images of the 
natural "lifting" of ai' . .. to @P Jei . The ai and a; 
provide a representation of a (complex) free Bose 
system over 

.A{,- == {nr!j~fE S, suppf c B}-

(the closure is taken in the topology provided by the 
positive bilinear form 

[J, g] = (/' W-
1g)C2(IR3», 

with the correspondence a+--+ a(~i)' a;+--+ a'(~i)' 
where the ~i' i = 1, 2, ... , are the eigenfunctions of 
a positive self-adjoint operator A, with totally dis­
crete spectrum and eigenvalues A:, Ai - 00 when 
i - 00. Similarly, bi and b; are associated with a 
representation of a complex Bose system over 

.N'- = {wij,fE D, suppfe 1R3 - B}-. 

The mapping defined in (20) derives from the following 
mapping on the set of functions on which cpO and 
71'(.) are defined: 

f - eiof if supp feB, 

f- f if suppf ('\ B = cp; (20') 

this induces on .A{, the transformation ~ E .A{, ->­

eifJ ~ E .A{, (which extends to a unitary transformation 
of .A{, -) and on .N' (and therefore .N'-) the identity 
transformation. 

Therefore, the mapping (20) takes the form 

It can be proved finally that 

where 

ai = OCi + Ai(Pi - P:), bi = Pi - A;(OCi + oci*) 

and similarly for a; and b; . 
Since Ii A~ = 00, the vector ®i Q i is not charge­

discrete relative to INa, - I Na/, and Proposition 6 
(or rather an easy generalization thereof) completes 
the proof of Proposition 7. A similar line of argu­
ments could be used to prove that in a Fock repre­
sentation one cannot find a unitary operator inducing 
the following transformation: 

cpi(f) ->- t;cpi(f) supp j c B, 

7T\f) - T;7T i (f), 
cpi(f) - cpi(f) supp j ('\ B = cp, 
7Ti(f) _ 7Ti(f), 
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where T is a unitary matrix, i, j = 1,2, ... , n, N = 
00 allowed, if (ep, 1Ti), i = 1,2,'" ,n, form a set of 
n scalar-free relativistic fields and B is an open region 
in IR 3 with piece-wise differentiable boundaries. 

B. Smooth Function on IR 3 

The results of the preceding section are precise 
statements which go in the following intuitive direc­
tion: Even if jo(x, t) is a putative charge density, 

jj(X, t)x(x)d3x 

does not exist as an operator when X is the charac­
teristic function of the open set B. It would clearly be 
desirable to make statements in a direction corre­
sponding to X being any "smooth" function on 1R3. 
We shall now do so, but for this aim the results of 
Secs. 1 and 2 will no longer be sufficient. Let ep be 
infinitely many times differentiable and with support 
in an open region B c IR 3 (in short, ep E DB)' 

We shall study the transformation induced on the 
field by the mapping 

(22) 

of the underlying space (in this case, S). Let .A{, be 
defined as before; on .A{, , T", induces the following 
transformation T~: 

~ -+ w-tei",(,}~ == T~~. (23) 

It can be shown that T~ extends to a bounded operator 
C(ep) on .A{,-; its adjoint is the closure of 

p _wtei"'w-tp _ 
,M, .JIL , 

where P Jr(,- is the orthogonal projection onto .A{,-. 

Let ~i be an orthonormal complete family of 
eigenfunctions of A, with eigenvalues Ai, and Ci ;( ep) 
the matrix form of C( ep) in this basis. Then, with 
</>i == </>(J;) and 1Ti = 1T(j;), the mapping (22) reads 

where 
dii(ep) = ai' C*( -ep);j) 

[notice that C( epl)C( e(2) = C( epl + e(2), C(O) = f]. 
The transformation properties of the operators 

ak , ••• , b~* are then 

a~ = HCik + ocik)ak + !(Cik - ocik)a~* 

+ (OCik - t5ik)Ak(b~* - bk ), 

b! = l(Cik + OCik)bk - t(Cik - OCik)b~* 

+ A;(cik - t5ik)(a~* - ak), (24) 

and similar ones for a~ and b~ . 

Since ai ,"', b~* provide an irreducible Fock 
representation of the CCR's, it is known (Ref. 16, 
Theorem 4.1) that the transformation (24) [and there­
fore the transformation (22)] can be induced by a 
unitary operator if and only if the operators C( ep) -
D(ep), A(1 - C(ep» , and (D(ep) - I)A are Hilbert­
Schmidt. 

It turns out, however, that A(1 - C(ep» and 
(I - D(ep»A are not Hilbert-Schmidt for any ep E S, 
supp ep E B; we shall sketch the proof for A(1 - C( ep». 
We shall, in fact, show that A(l - C(cp» is not 
bounded (this result does not depend on the number 
of space dimensions). 

To prove that A(l - C( ep» is not bounded, it 
suffices to find g E Cco(B), such that (1 - ei"')g E 

Cco(B), (1 - ei"')g 1- DA()d, where B is any open 
region which contains the support of cp, has piece­
wise differentiable boundaries and a complement B.l 
(in 1R3) with nonempty interior. 

Since ep E D, we see that 1 - cos ep is measurable, 
and one can find an open set Bl c B such that 
(1 - cos ep) ~ E: on B1 • With B2 (£ B1 , assume that 
hE D(B2)' Then g, defined by g = h(1 - ei "')-1, has 
support in B1 , is C', and is such that (1 - ei"')g = h. 
The proof that A(l - c) is not bounded is now 
completed by showingl4•15 that one can choose 
hE D(B2) so that h 1- DA()d. 

C. Conclusions 

It is worth noting that one can provide alternative 
proofs of Proposition 8 and even extend it to any 
ep E S (not necessarily with compact support). In 
particular, one could notice that Eq. (24) holds, for 
any ep E S, with Ai == 0 and Cik , Dik the matrix form, 
relative to a suitable basis ~i' of the closable bilinear 
forms defined on (a dense set of) C2(1R 3) by the 
operators ortei"'wt and wtei"'w-!, respectively. One 
can then show that no Hilbert-Schmidt operator K 
exists such that (~i' K~i) = Cii - Dii , and use the 
techniques of Ref. 16 to prove the nonexistence of U",. 
The analysis presented here goes somewhat beyond 
this result; in particular, it provides [see Eq. (21)], 
for any given region B, a large class of representations 
in which the total charge in B is defined. Also, if it 
can be proved that the operator C(ep) - D(ep) [see 
Eqs. (23)] is Hilbert-Schmidt for17 all ep E D(B), then 
Eq. (24) selects in a natural way a class of tensor 
product representations in which the charge density 
in () is defined. 

It is, of course, beyond the scope of this paper to 
answer the question whether there exists a repre­
sentation (not of tensor product type) of a relativistic 
Bose field in which space-time translations and local 
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gauge transformations are induced by continuous 
groups of unitary operation. 
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The notion of space-time is generalized in order to include the non-Hausdorff· manifolds that do not 
admit any sort of pathological bifurcate curves. By means of these space-times, a geodesically complete 
extension of Taub and NUT space is constructed. 

I. INTRODUCTION 

In an earlier paper,l an extension of the tangent 
bundles of the Taub and NUT spaces has been 
constructed and shown to contain much more com­
plete geodesics than the Taub-NUT space. A dis­
cussion of the paper with R. J. Geroch and S. W. 
Hawking revealed the following three facts: 

(I) Cutting out points from the hypermanifold is 
not uniquely determined by the condition that the 
resulting space must be Hausdorff. 

(2) The use of the bundle of frames instead of the 
tangent bundle when constructing the hypermanifold 
could be more effective in the sense that the condition 
of Hausdorffness would not then require cutting out 
any points. 

(3) The example of non-Hausdorff extension of 
the Taub and the NUT spaces shows that there are 
non-Hausdorff spaces in which no curve has more 
than one end point. What is the difference between 
this sort of non-Hausdorff space and that with curves 
of more continuations? 

In the present paper, this last question is going to 
be answered. By the same tools, the remaining points 
will be clarified. 

2. BIFURCATE SURFACES IN E3 

Suppose we have two square sheets Ql and Q2 of 
paper with some coordinates on them-for instance, 
the following: 

Q1: -1 < Xl < 1, -1 < x2 < 1, 

ds2 = (dX1)2 + (dX2)2, 

Q2: -1 < y1 < 1, -1 < y2 < 1, 

ds2 = (dy1)2 + (dy2)2. 

Now, we glue Q1 and Q2 together in some way and 
wish to describe the construction. One way of doing 
this is to give the map 0/: A -4- B, A c: Ql and B c: Q2' 
which associates the point o/(p) of Qz glued on p to 
each such point p of Ql. The sets A and B will be 
called the overlapping sets and the map 0/ the gluing 
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map; they must have the following properties: 

(\) A is open (or else the resulting space would not 
be a manifold), 

(2) q; is a diffeomorphism of appropriate differentia­
bility class of A onto B (or else Q1 or Q2 would be 
torn or the resulting space would not be smooth), 

(3) 0/ is an isometry (or else Ql or Q2 would be 
folded). 

In Fig. I, two cases of gluing together Ql and Q2 
are shown, the characteristics of which are given in 
Table 1. We observe the following: 

(1) In case I, every curve has exactly one end point. 
In case II, the geodesic 

Xl = s, x2 = 0, yl = s, y2 = 0 

is bifurcate. 
(2) In case I, neither the gluing map nor its inverse 

has any continuous extension in the following sense: 
There is no connected set A' c: Ql (B' c: Q2) con­
taining a component CA of A (CB of B) as a proper 
subset and a map tp:A' -4- Q2 (tp:B'-4- Q1) such that 
(a) wlo

A 
= q; (wlo

B 
= 0/-1) and (b) tp is continuous. 

On the other hand, in case II, there is such an exten­
sion 1p: Ql -4- Q2 given by yl = xl, y2 = x2. 

I ~ 

L7Z-7 
\... / 

]I 

FIG. I. Two possible cases of gluing together Ql and Q2. 
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TABLE I. Description of the overlapping sets and the gluing maps corresponding 
to the two cases in Fig. 1. 

Case Overlapping sets Gluing maps 

A c: Q,: 0< Xl < 1, -1 < x2 < 1 
p: 

yl = Xl _ I 
B c;: Q.: -1 < yl < 0, -1 < y2 < 1 y' = X2 

II 
A c;: Ql: -1 < Xl < 0, -1 < x, < 1 

rp: 
y' = Xl 

B c: Q.: -1 < yl < 0, -1 < y' < I y' = x, 

The gIuings, such as in case I, will be called con­
tinuously inextendable. We shall see that the relation 
between the continuous extendability and occurrence 
of the bifurcate geodesics as suggested by the observa­
tions (1) and (2) is very simple and general. 

3. BIFURCATE SPACE-TIMES 

A space-time manifold is a 4-dimensional con­
nected paracompact, not necessarily Hausdorff, 
manifold of some differentiability class Ck with 
pseudo-Riemannian metric of signature -2 and 
differentiability class ct, I < k. 

A space-time manifold which is Hausdorff will be 
simply called a Hausdorff space-time. 

Next, we shaH be interested in bifurcate curves; 
there are two kinds of them. Under a bifurcate curve, 
we understand a pair of curves C, C' in a space-time 
manifold M, C: [0,1] - M, C': [0, IJ - M such that 

C = C' on [O,g], C ¢ C' on (g,I], 

0< g < 1, 
for the first kind and 

C = C' on [0, g), C ¢ C' on [g,1], 

o <g:::;;: 1, 
for the second kind. 

The first kind of bifurcate curve can be found in 
every space-time manifold. It is the innocuous kind 
because it never leads to bifurcate geodesics or other 
pathologies: The accelerations of the two curves C 
and C' in the point C(g) = C'(g) must be different 
from each other (if defined at all). This is not the case 
for the second kind, which, however, can exist only 
in non-Hausdorff space-time manifolds, because in 
every neighborhood of C(g) must lie some points of 
every neighborhood of C'(g), namely some points of 
C([O, g). The curves C and C' can already have the 
same accelenition or other invariant characteristics in 
every pair of points C(t), C'(t), t E [0, 1], not leading 
to any controversy with the uniqueness theorem for 
the corresponding system of differential equations. 

Now, we can state our main definition and theorem. 

Definition: A space-time is a space-time manifold 
which results from gluing together at most countable 

number of Hausdorff space-times. Each gluing with 
the gluing map rp and the overlapping sets A and B 
must have the following properties: 

(a) A is open, 
(b) rp is a diffeomorphism of class Ck of A onto B, 
(c) rp is isometry, 
(d) the gluing is continuously inextendable: 
Space-times which are non-Hausdorff will be called 

bifurcate. 

Theorem: The necessary and sufficient condition for 
a manifold constructed by gluing together Hausdorff 
manifolds to admit bifurcate curves of the second kind 
is that the gluing be continuously extendable. 

Proof' (1) Every space-time manifold is locally 
Hausdorff because it is locally homeomorph to E4. 
Whether the manifold as a whole is Hausdorff or not 
depends, therefore. entirely on the way in which its 
charts are glued together. Suppose that the gluing is 
continuously extendable for some two charts (UI , hI) 
and (U2 , h2), say; let the overlapping sets be At C U1 

and A2 C U2 and the gluing map be rp. Assume for the 
sake of simplicity that Al is connected. Then there is 
some connected set Af such that Al c A;c UI , 

A1- Al ¥ 0, and the mapping "P:Al- Ua, "PIAl' = 
rp is continuous. Choose a point pEAl (] Ai 
where the dot denotes the topological boundary. 
As Al is open, a timelike or spacelike curve C always 
exists with one end point in p such that {C} - peAt. 
The second curve C~ given by C' = "P 0 C is well 
defined because "P is continuous. But then the pair 
C, C' is a curve with two end points, for p ¢ "P(p), and 
this is a special case of a bifurcate curve of the second 
kind. 

(2) Suppose that there is a bifurcate curve of the 
second kind in M. That is to say, we have a pair of 
curves C, C': [0, 1] -.,)0 M, identical on [0, g) and 
different on [g, 1]. This is only possible if C lies in 
some (VI' hi)' C' lies in some (Va, hz), and jf both 
charts are glued together along some open sets Al 
and A2 such that C([O, g» cAt, C'([O, g» c Az, 
C([g, 1) (] Al = 0, and C'([g, IJ) (] A2 = 0. Let 
the corresponding gluing map be rp:Al -- A 2 • Then 
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we can construct a map !p:(AI u {C}) -+ (A2 U {Cn 
in the following way: !pIA, = ({J, tplw) = C' a C-l. 
The set Al U {C} is connected because Al and {C} are 
and Al n {C} ~ 0. The map tp is well defined 
because ({JL-l,I""l(c) = C' 0 C-1IA,I""l{c}' C being one-to­
one and continuous because C-l, C, and ({J are. Thus, 
the gluing is continuously extendable. QED 

4. MAXIMAL ANALYTIC EXTENSION OF THE 
TAUB-NUT SPACE 

What remains to be shown is that the class of the 
bifurcate space-times is nonempty. This will be done 
by means of an example. 

In Refs. 2 and 1, the extensions T1 , T2 , PI' P2 , and 
Pa of the Taub and NUT spaces were described. We 
repeat some information on them in appropriate 
coordinates. 

T1 : topology R x S3, 

coordinates - 00 < ZI < 00, 0 ~ ~1 < 47T, 

o ~ (}1 ~ 7T, 0 ~ ({Jl < 27T, 

ds 2 = -(21)2[2(d~1 + cos (}1 d({Jl) dZI 

+ U(zl)(d~l + cos (}1 drp1)2 

+ !(4zi + 1)(d(}i + sin2 
(}1 drp2)]; 

T2 : topology R x S3, 

coordinates - 00 < Z2 < 00, 0 ~ ';2 < 47T, 

o ~ (}2 ~ 7T, 0 ~ ({J2 < 27T, 

ds2 = -(21)2[ - 2( d';2 + cos (}2 d rp2) dz 2 

+ U(z2)(d';2 + cos (}2 d({J2)2 

+ H4z; + l)(d()~ + sin2 (}2 d({J2)]; 

PI: topology [Z2' (0) X S3, 

coordinates Z2 ~ U1 < 00, 0 ~ ';1 < 47T, 

o ~ r/1 ~ 7T, 0 ~ !PI < 27T, 

ds2 = (2l)2[U-1(Ul) du~ - U(ul)(d';l + cos r/1 d!Pl)2 

- t(4u~ + l)(d1)i + sinz1)1 d!pi)]; 

P 2: topology [ZI' Z2] X S3, 

coordinates Zl ~ U 2 ~ Z2' 0 ~ ';2 < 47T, 

o ~ 1)2 ~ 7T, 0 ~ !P2 < 27T, 

di = (21)2[U-1(U2) du~ - U(uz)(d';z + cos 1J2 d!p2)Z 

- H 4u; + l)(d'7; + sin2 '72 dtp~)]; 

P3: topology (- 00, ZII X S3, 

coordinates - 00 < U 3 ~ ZI, 0 S ';3 < 47T, 

o ~ '73 ~. 7T, 0 ~ !Pa < 27T, 

ds2 = (21)2[U-1(Ua) du; - U(Ua)(d';3 + cos 1)s d!PS)2 

- t(4ua + l)(d'7i + sin2 '73 dtpi)]. 

Here I ~ 0 is a parameter, ZI < Z2 are real numbers, 
and 

4(x - ZI)(Z2 - x) 
U(x) = 2 • 

4x + 1 

Now, we can glue together all the spaces into a 
bifurcate space-time by means of the following 
gluing maps: 

Z2 = ZI, (}2 = (h, rp2 = rpl' 

ZI < ZI: ';2 = ';1 - 2Z1 

+ ~(Z2 - ZI)-I[ -(4Z; + 1) log (Z2 - Zl) 

- (4Zi + 1) log (Zl - Z1)], 

ZI < ZI < Z2: ';2 = ';1 - 2Z1 

+ HZ2 - Zl)-I[_(4Z~ + 1) log (Z2 - ZI) 

+ (4Zi + 1) log (ZI - ZI)], 

22 < ZI: ';2 = ~1 - 2Z1 

+ H22 - 2 1)-1[(42; + 1) log (ZI - 2 2) 

+ (4Z; + 1) log (Z1 - Z1)], 

for the space-times Tl and T2 , and 

~1 = ';1 - ZI 

+ HZ2 - Z1rl[(4Z~ + 1) log (ZI - Z2) 

+ (4Zi + 1) log (ZI - ZI)], 

ZI < ZI < Z2: U2 = Z1' 1J2 = 01,!P2 = ({Ju 

~2 = ~l - ZI 

+ HZ2 - Zlr1[ -(4Z; + 1) log (Z2 - ZI) 

+ (4Z; + 1) log (ZI - Z1)], 

';3 = ~1 - ZI 

+ HZ2 - ZI)-I[ -(4Z~ + 1) log (Z2 - Z1) 

- (4Zi + 1) log (Zl - ZI)], 

for the space-times Tl and PI' Tl and P2 , and TI and 
P3 , respectively. 

This description determines the space which we 
wanted to construct sufficiently, the remaining gluing 
maps being superpositions of the given ones. The 
obtained non-H~usdorff manifold T is a bifurcate 
space-time because none of the gluing maps are 
extendable: They get singular on the boundaries of 
the overlapping sets. (See also Ref. 3.) 

This example is of interest for itself. In fact, we 



                                                                                                                                    

160 PETR HAJICEK 

have arrived at a geodesical\y complete bifurcate 
space-time which extends the Taub space. The kind 
of extension is, of course, not quite clear because of 
the strange nature of the spaces PI, P2 , and p.1 

(see Ref. 1). 
It is not difficult to show by the method used already 

in Ref. I that the bundle of frames of T is a Hausdorff 
space in accordance with the suggestion of Hawking 
as mentioned in the first section. Thus, the Taub­
NUT hypermanifold constructed by means of bundles 
of frames is a bundle of frames, and in this aspect it 
has a simpler structure than that constructed by means 
of tangent bundle in Ref. 1. The definition of bifurcate 
space-times renders it possible to work directly with 
the space-time instead with some of its bundles. But 
the bundle of frames of T could remain interesting in 
connection with another question: What behavior 
will the metric due to Schmidt show on it?4 The 
question is nontrivial and may contribute to the 
understanding of the spaces Pi' 

Another observation is that almost each of the 

spacelike 3-dimensional hypersurfaces Z1 = U2 = Z2 = 
Z, Z1 < Z < Z2' is compact, and the normals to it 
converge everywhere. In this way, the bifurcate space­
times need not satisfy Theorem 1 of Hawking's paper.3 

(This is, of course, strongly conditioned by whether 
Pi are regarded as regular or not.) That is to say, the 
bifurcate space-times could be, in a sense, less 
singular than the Hausdorff ones. 
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The product integral is shown to be the appropriate mathematical tool for implementing the path 
integral for spin in its simplest form. 

INTRODUCTION 

Various proposals have been made for accommo­
dating spin into the framework of Feynman's path 
integral formulation of quantum mechanics.1- 5 How­
ever, in our opinion, none of these theories is the 
sort of thing one would use to solve easy problems. 
From the standpoint of economy, the simplest path 
integral for spin should have no more new physical 
ideas than are necessary to go from the nonrelativistic 
Schrodinger equation without spin to that with spin. 

The way to include spin was clear to Feynman 
at least as far back as his first paper on path integrals. 6 

His suggestion was to put spinors in the Lagrangian 
and then, when path integrating, pay attention to the 
ordering of operators. The same formal prescription 
can also be applied to the Dirac equation. 7 However, 

the presumed complexity of the mathematical opera­
tions has prevented implementation of these ideas.s 

In fact, work on the mathematical techniques 
necessary for this implementation first began in 1887. 
Volterra9 studied infinite products of matrices, and, 
subsequently, Schlesinger,lO Rasch,n and Masani12 

developed the theory of this "product integral." 
As we shall see, many of its properties are appropriate 
for physical application. The motivation for the study 
of the product integral was systems of coupled first­
order linear equations. The nonrelativistic Schrodinger 
equation with spin is obviously an example of such 
a system. When spin and orbital motion are coupled, 
however, the unboundedness of the operators in­
volved precludes fully rigorous statements (in this 
article anyway). 
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In the next section we present the formal path 
integral for spin referred to above. This will introduce 
the theory of the product integral. We will then show 
just how neatly the product integral specializes to 
spin, and give a worked example, intending to demon­
strate thereby that in its present form the path integral 
can give a simple answer to a simple question. The 
final section is a discussion. 

FORMAL PATH INTEGRAL FOR SPIN 

The Green's function for the Schrodinger equation 
satisfies 

(H - ~) G(t, t') = - io(t - t') (1) 

so that, if H is independent of I, G(t, t') = 0(1 - I') X 

exp [-iH(1 - I')]. If 'Y(t) is a solution of the Schro­
dinger equation with initial (t') condition 'Y(I'), then 
'Y(I) = G(I, t')'Y(t'). For t ~ t' ~ t" we have 

G(t, t") = G(t, I')G(I', t"). (2) 

The basic fact on which the theory of path integra­
tion rests is that, for sufficiently small t - I', the 
coordinate space matrix elements of G(I, t') can be 
well approximated by 

G(X, t; x', t') 

= ( m )texp (im(X - x'? _ iV(x)(t _ t'»), 
27ri(t - t') 2(t - t') 

(3) 

where 'Y(., t) E L 2(R3) and H = -(Ll/2m) + Vex). A 
given time interval [t', t] is broken into subintervals 
[t', 11], [tl' 12], •. " [11\,-2, tN-I], [tN-I, t], and on 
each of these G is approximated by (3). Equation (2) 
is then used repeatedly and advantage taken of the 
fact that the product of exponentials is the exponential 
of the sum to obtain the formula 

G(X, t; x', t') 

=f .. ·fd3X ... d3x. (~)N/2 
1 N-l 21TiE 

X exp [/~l(!!!: (Xi+l- Xj)2 - V(Xi+l)E)], (4) 
J~O 2E 

where t' == 1o, x' == xo, t == tlY , X == xJ\" E = 
(I - t')fN. The sum in the exponent is an approxi­
mating sum for the action evaluated along the broken 
line path through Xo, Xl' ... , X,y. The action is 

S[x(·)] = fL[X(T), iH] d-r 

and L = !mx2 - Vex). By integrating over Xl' ... , 
X.Y-l, we get a sum over (these broken line) paths of 

the quantity AeiS
"" with A the constant given above. 

The finite-time Green's function is then the limit of (4) 
as N -+ 00. This sum over paths is sometimes written 
as 

G = f :Dx(t) exp {is[x(t)]}. (5) 

In the presence of a magnetic field a term ex . A(x) 
is added to the Lagrangian L. However, when we 
approximate G as in (3) or (4), it is not adequate 
to evaluate A at Xj or Xi+l as for V(X) , but rather a 
combination such as the following must be taken: 

(6) 

For spino! particles the wavefunction is a 2-
component spinor, and the Hamiltonian is 

H = (2m)-1(p - eA)2 + V + ya . B, (7) 

where y is a constant related to the magnetic moment. 
Feynman observed that, by replacing (6) by 

te[(xi+l - x j ). a][A(x j )· a] 

+ te[A(xi+l)' a][(xi+l - x j ). a], (8) 

a particular value of y is obtained.6ol3 However, it is 
not necessary to be so dramatic, and in addition to 
(6) one can simply add a term iya • B(t)(t - t') to the 
argument of the exponential in (3). 

Now, however, the product of exponentials need 
not be the exponential of the sum, and the noncom­
mutativity of the spin matrices requires that the 
iterated Green's function remain a product. For 
example, where B is independent of x, the spatial 
wavefunction can be ignored and the spin Green's 
function can be written 

N-l 

G(t, 0) = II exp [-iyB(nE)' aE] (9) 
n~O 

with factors of lower n to the right of those with 
higher n. 

This much was explicit or implicit in Feynman's 
original work. 

PRODUCT INTEGRAL 

The concept of the product integral can, in general, 
be developed for Ll functions from a linearly ordered 
measure space to a Banach algebra. But for the 
purposes of this paper it is sufficient to consider the 
Riemann theory of product integrals as developed by 
Schlesinger,14 who deals with functions from [a, b] c R 
to the algebra of n x n matrices (X). 

The Riemann product integral of a matrix-valued 
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function f is defined by 

fexp [f(x) dx] 

71 

= lim II exp [.f(tk ) • ILlkl] 
trj k~l . 

= lim {exp [f(tn) 'ILl"I] ... exp [f(t l ) . I Ll1J]}, (10) 
11') 

where 7r is a partition of [a, b] into subintervals Llk 
and tk E Llk .l6 Thus, the product integral of a matrix­
valued function is itself matrix valued. Finally, one 
can make the product integral a function from R to 
X. Let 

F(t, a) = fexp [f(x) dx] = fexp [f(x) . X[a.t] dx], 

(11) 

where X[a.tj is the characteristic function of the 
interval [a, t]. It can be shown that this satisfies 

F(t, a) = 1 + fr(X)F(X, a) dx, (12) 

F'(t, a) = f(t)F(t, a), (13) 

wheref(x), F(x, a) EX. Equation (12) can be iterated 
to yield 

F(t, a) = 1 + fr(tl) dt l 

+ fr(t l ) ff(t 2)F(t2 , a) dt2 dt l • 

This scheme of substitution leads to the Peano series 

F(t, a) = 1 + fr(tl) dt l 

+ fr(tl) fl f(t 2) dt2 dt l + .. '. (14) 

Another important equation involves the "integra­
tion by parts" 12 identity for product integrals: 

fexp {[f(x) + g(x)] dx} 

= fexp [f(x) dx] ·fexp [(IXexp [f(s) dS]f 

x g(x) (L"'exp [f(s) ds]) dx 1 (15) 

It is illustrative to look at the commutative case for 
the equations given above: 

(a) F(t, a) = I! exp [f(x) dx] = exp U!f(x) ds]. 
(b) The Peano series yields the series expansion for 

exp U!f(x) dx]. 

(c) Equation (15) simply verifies that the exponen­
tial rule now works, i.e., that 

exp (A + B) = exp (A) exp (B). 

The resemblance of the product integral, as defined 
in Eq. (10), to the time-ordered product is not at all 
accidental and reflects their common use in the 
description of evolution. Formulas with a great 
similarity to those we are using can be found in Ref. 
16, Appendix H, as can references to other work 
along these lines. 

SUM OVER HISTORIES IN SPIN SPACE 

While it is obvious that the path integral can be 
thought of as a kind of product integral, we emphasize 
that we are not making this identification for the 
space coordinates of the system. It would be very nice 
if for the f(x) of Eq. (10) we could substitute -iH, 
where H is the usual Hamiltonian for the Schrodinger 
equation with or without spin. That is, 

G(t, t') =i~t exp [-iH(T) dT]. (16) 
t' 

Certainly the "equation" (16) suggests that product 
integration may be useful in this context, and Kato17 

has employed similar techniques in studies of an 
evolution operator. However, the integration by 
parts formula [Eq. (15)] does not seem to have been 
established from this point of view. On the other hand, 
this formula is certainly not new to physics, and one 
may easily observe that it is formally identical with 
the expression for the propagator obtained from the 
interaction picture.18 

The question to which we can rigorously address 
ourselves, however, involves a particle with spin in 
a spatially homogeneous magnetic field. This allows 
the separation of space and spin coordinates, and we 
discuss the latter. 

The Green's function for the spin coordinates, 
given in Eq. (9), can be written 

G(t, 0) = fexp [- iya . B( T) dT]. (17) 

To interpret this as a sum over paths, we include the 
indices for the 2 x 2 matrices and indicate the limit: 

G(t, O)aa' = lim ! {exp [-ira. B(t - €)€]}aaN_l 
N-+ 00 {a} 

X {exp [- iya . B( t - 2€)€]} ".V-I"N-. 

X ... X {exp [-ira, B(O)€J}"I"" (18) 

where 10 = tiN and the sum is over IXl = i, !, 0(2 = i, 
1. ... , IXN_l = i, !. If we imagine that this acts on 
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some initial state, then the meaning is clear. Each 
factor in each summand of (18) is an amplitude for 
going from one to another (possibly the same) posi­
tion, and each summand is the amplitude for a 
specific history of possibilities. As € -+- 0, the indi­
vidual factors approach unity, but there is still some 
amplitude for going from one of the discrete states to 
the other. 

Each "path" for this path integral is thus a sequence 
whose entries are the symbols i and !. When the 
mesh in t is fine enough to neglect the time dependence 
of B(t), successive factors in each of the products in 
Eq. (18) commute with one another, and the integral 
over these stretches can be performed. If one never­
theless wishes to evaluate the sum over sequences of 
i, ! for constant B, the problem is of an essentially 
combinatorial character and bears some resemblance 
to the "relativistic I-dimensional particle" path 
integral described by Feynman and Hibbs.19 In 
summing over paths in the discrete spin space, it turns 
out that, as the angle () of magnetic field with the z 
axis approaches 0 or TT, the most important contribu­
tions to the sum involve paths with the smallest 
number of switches (i to !) or (! to j) and conversely 
for () near iTT. This suggests a kind of classical inter­
pretation, and in Footnote 20 we shall indicate how 
the classical top itself can be cast as a product integral. 

For magnetic fields which are not uniform, space 
and spin coordinates do not separate, and one is 
essentially back to Feynman's formal prescription. If 
the sum over spin histories is performed first, one 
obtains 

G(x, t; x', t') 

where Sj+l.i is the action evaluated along the line from 
Xj to Xj+l (in the time E). The i appearing in B(i, t) is 
the broken line connecting x'xi ... XN_IX, The (spin) 
product integral can be evaluated (in principle) along 
this path and then the integral over Xl'" XN-I 

performed. 
One circumstance under which this may not be an 

entirely impractical procedure is in the semiclassical 
limit, where the most important contribution to the 
sum over paths is from the "classical path" (that 
obeying the classical equations of motion). In that 
case B[x(t), t] would, in effect, be some definite 
function of t. 

A WORKED EXAMPLE 

We illustrate our claim that simple problems have 
simple solutions with the example of magnetic 
resonance. 

A spin-t particle is in the following time-dependent, 
spatially homogeneous magnetic field: 

B(t) = Z + A(X cos wt - y sin wt). (19) 

The Green's function of Eq. (17) is computed by 
breaking up the integrand as in the "integration by 
parts" formula (15). To the physicist, particularly one 
who has solved this problem by other means,21 this 
formula will be seen to be the transition to the inter­
action picture. We break up the integrand with the 
following identifications: 

g = -iO'.(y + iw) - iyA(O'", cos wt - 0'1/ sin wt). 

(20) 
It may be verified that 

fexp [f(x) dx] = exp (-tiwO'iT), 

so that this term appearing in the second factor of the 
right-hand side of Eq. (15) essentially brings the 
rotating field to rest. Performing the remaining trivial 
integrations leads to 

G(t, 0) = exp (-iwO'zt) 

x exp {-i[O'z(Y + tw) + O'",yA]t}. (21) 

The motion is in effect compounded of two rotations.20 

In a magnetic resonance experiment, one would be 
most likely to encounter a linearly polarized field. 
The argument of the exponential would therefore 
contain an additional term 

h = -iYA(O'", cos wt + 0'1/ sin wt), (22) 

which would at first be included with the g of Eq. (20). 
After the transformation by j, this term would become 

-iyA,(O'", cos 2wt + 0'1/ sin 2wt); (23) 

it would rotate at twice the frequency. The expression 
(23) would then be separated from the transformed g 
by another integration by parts to yield 

G(t,O) = G(O\t, 0) Iexp {exp (iG • tnT) 

x [-iyA,(0'",cos2wt + O'ysin2wt)] 

X exp (-iG. tnT) dT}, (24) 
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where GCO)(t, O) is the expression given in (21) and 
n = i(y + !w) + xyA. It is reasonable to expand 
the right-hand factor of (24) via the Peano series 
[Eq. (14»), which is just perturbation theory. 

The foregoing manipulations are effectively identical 
to those described by Gottfried. 21 There is no new 
physics in this approach, and our only intention is to 
show the manageability, indeed convenience, of this 
formulation. 

DISCUSSION 

The product integral is a natural tool for many 
problems in physics because it is tailor made for pro­
cesses in which there is some sort of evolution. Indeed, 
Arley22 used this technique to study cascades induced 
by cosmic rays, and, while at this time mathematical 
difficulties prevent full exploitation of the obvious 
relation between path integration and product 
integration, it is nevertheless possible, as we have 
shown in this paper, to have a quite reasonable path 
integral for spin in terms of the product integral. 

There are one or two obvious points to be made. 
First, although our calculations involved spin !, any 
other spin would have been just as good. Second, 
problems involving transitions among a finite number 
of levels could be handled by product integration if 
one supplied an effective Hamiltonian for the mutual 
interaction. 

ACKNOWLEDGMENT 

We wish to thank Professor P. Masani for his 
helpful suggestions. 

• Supported in part by the National Science Foundation and 
U.S. Army Research Office (Durham). 

t Address during academic year 1970-71: Physics Department, 
Technion-Israel Institute of Technology, Haifa, Israel. 

1 Y. Nambu, Progr. Theoret. Phys. (Kyoto) 7, 131 (1952); see 
particularly p. 158. 

2 P. T. Matthews and A. Salam, Nuovo Cimento 2,120 (1955). 
3 W. Tobocman, Nuovo Cimento 3, 1213 (1956). 
4 J. Klauder, Ann. Phys. (N.Y.) 1I, 123 (1960). 
5 L. S. Schulman, Phys. Rev. 176, 1558 (1968). 
6 R. P. Feynman, Rev. Mod. Phys. 20, 367 (1948). 
7 C. Morette (DeWitt), Phys. Rev. 81, 848 (1951). 
B R. P. Feynman, Phys. Rev. 84, 108 (1951), Appendix D. 
• V. Volterra, Rend. Accad. Lincei 3,393 (1887). 

10 L. Schlesinger, Math. Z. 33, 33 (1931); 35, 485 (1932). 
11 G. Rasch, J. Reine Angew. Math. 171, 65 (1934). 
12 P. R. Masani, Trans. Am. Math. Soc. 61, 147 (1947). 
13 J. J. Sakurai, Advanced Quantum Mechanics (Addison-Wesley, 

Reading, Mass., 1967), p. 78. 
14 L. Schlesinger, Math. Z. 33, 33 (1931). 
15 Although Schlesinger uses 

" lim n [I + f('1'k) 'l~kl1 
" k=l 

in his definition (I is the identity matrix), he proves the definitions 
to be equivalent. 

16 G. Rosen, Formulations of Classical and Quantum Dynamical 
Theory (Academic, New York, 1969). Rosen's exponentiated 
integral chronologically ordered, T(exp S~ f(t) dt), in OUT notation is n exp [f(t) dtl. 

17 T. Kato, J. Math. Soc. Japan 5, 208 (1953); see, in particular, 
Theorem 2 and proof. 

18 A. Messiah, Quantum Mechanics (North-Holland, Amsterdam, 
1962), Chap. 17. 

19 R. P. Feynman and A. R. Hibbs, Quantum Mechanics and Path 
Integrals (McGraw-Hili, New York, 1965), problem 2-6, p. 34. 

20 It is amusing that we have here a solution for the motion of a 
symmetric top. I f the top position is given as a point U(t) on the 
group manifold of SU(2) (as in Ref. 5), then the angular velocity 
n(t) can be given by U(t + £) = exp (-in(t) . a£/2)U(t) as £ ---+ O. 
Obviously, the position of the top can be written 

UU) = (r~ exp (-!n('1') • ad'1'») U(O). 

For the symmetrical top it is known that the angular velocity has a 
sinusoidal dependence, as in Eq. (19), so that (21) is the required 
propagation matrix. The significance of the two rotations is also clear. 

21 K.Gottfried, Quantum Mechanics (Benjamin, New York, 1966), 
Vol. I, p. 427. 

22 N. Arley, On the Theory of Stochastic Processes and Their 
Application to the Theory of Cosmic Radiation (Wiley, New York, 
1943). 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 12, NUMBER 1 JANUARY 1971 

Completely Orthogonalized Plane Waves 

M. D. GIRARDEAU 
Institute of Theoretical Science and Department of Physics, University of Oregon, Eugene, Oregon 

(Received 3 August 1968)* 

Orthogonalized plane waves (OPW's) are orthogonal to the core states by construction, but they 
are not mutually orthogonal. Furthermore, the set of all core states plus all OPW's is overcomplete. 
In this paper we construct a set of "completely orthogonalized plane waves" (COPW's) which share 
with OP':"'s the pro~e~ties of being orthogonal to the core states and simply related to plane waves, but 
are supenor to OPW s In that the set of all core states plus all COPW's is both orthonormal and complete 
(not overcomplete). 

1. INTRODUCTION 

The use of OPW's in the I-electron band theory of 
solids has a long history, extending back to their 
original invention for this purpose by Herringl and 
in recent years reaching a high level of sophistication 
in the pseudopotential method.2 Although the lack of 
linear independence of OPW's and the resultant 
overcompleteness of the set of all core states plus all 
OPW's has apparently not been much of a problem in 
I-electron applications, it can cause serious difficulties 
in applications to many-body problems. It has recently 
been shown3 how these difficulties can be circumvented 
in the case of many-electron problems. However, the 
method proposed there3 is rather complex alge­
braically, and furthermore is not readily applicable 
to many-boson problems.4 In the present paper, we 
shall show how a simple modification of the usual 
OPW formalism leads to a complete orthonormal set 
of states which is readily applicable to I-particle, 
many-fermion, and many-boson problems. 

2. ORTHOGONALIZED PLANE W AVES 

Suppose that we are provided with a set of "core" 
or "bound" states 4>aex) which are orthonormal but 
not complete, together with a complete, orthonormal 
set of "plane waves" 1J!k(X); here, x stands for all 
spatial and spin variables of a single particle, and 
S dx will imply integration over spatial and summation 
over spin variables. The usual OPW's 4>k are defined by 

where 
4>ix) = 1J!ix) -~,.(oc I k)4>,ix), 

eoc I k) = J 4>:(X)1J!k(X) dx. 

(1) 

(2) 

Although orthogonal to the 4>a by construction, the 
r?k are not mutually orthogonal. In fact, they are not 
even linearly independent.5 As a result, the set of all 
r?a plus all r?k is overcomplete." The geometrical 
reason is clear: There are as many r?k as there are 1J!k , 
and when we add the r? we obtain a set with "b too 

many" functions, where b is the number of bound 
states r?. The apparent reason that this has not caused 
difficulties in applications to the band theory of solids 
is that if the set {r?k} is truncated, as in approximating 
an infinite secular determinant by a finite one, then 
the resulting finite set of {r?a} and {4>k} is no longer 
overcomplete, but undercomplete. Nevertheless, the 
secular determinant will necessarily become more and 
more "ill-conditioned" as the size of the basis is 
increased beyond some optimal size. Furthermore, 
there are serious difficulties of principle in attempting 
to use the set of all 4>. plus all 4>k as a basis in many­
body calculations. 

3. CONSTRUCTION OF COPW'S FOR 
THE CASE OF ONE BOUND STATE 

Suppose there is only one r?a; call it 4>b' The set 
consisting of 4>b plus all OPW's r?k is overcomplete 
because it has "one too many" members. This suggests 
that it might be possible to construct a complete 
orthonormal set by "leaving out" one function. In 
applications there will usually be one of the plane 
waves 1J!k' say 1{Jo, which "most resembles" 4>b' This 
suggests that we try to construct modified OPW's in 
which the overcompleteness and non orthogonality 
problem is removed by leaving out the member 
corresponding to k = O. We shaH show that this can 
be done provided only that 1J!o is not identical with r?b: 

(b I 0) == f 4>:(x)1J!o(x) dx ¥ 1. (3) 

Define 

fo(x) = 4>b(X), 

.Mx) = 1{Jk(X) - Ck[r?b(X) - 1J!o(x)], k ¥ 0, (4) 

where Ck remains to be determined. The condition 

(fo ,ik) = 0, k ¥ 0, (5) 

uniquely determines Ck : 

Ck = (b I k)/[l - (b I 0)]. (6) 

165 
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Then it is easily verified that the he are orthonormal: 

(fk,j~·) = ('If", 'If".) - ck,(b I k)* - cib I k')* 

+ c:cd2 - (b I 0) - (b 10)*J 

= ('lfk' 'If,,') = ow, k ~ 0, k' ¥: O. (7) 

Finally, one can verify that the set Uk} is complete, 

L.kMx)f:(x' ) = L.,,'lfk(X)'If:(x' ) = o(x - x'), (8) 

with the aid of the relations 

1:' C 2 = 1 - I(b 1 0)1
2 

k 1 kl 11 _ (b I 0)1 2 ' 

I * ~b(X) - (b I O)*'lfo(x) L. C 1f) (x) - ~~---.:.-.!-~~--'. 
Ie k rk - 1 _ (b I 0)* ' 

(9) 

which follow from (6) and completeness of the set 
{'lfk}; the primes on the summations (9) imply omission 
of k = O. 

The expressions (4) and (6) for the COPW's can be 
written in a more compact form by defining 

~"x)= 'If~x)- ~Jx1 

(b ' I k) = f [~~(x)J*'lfle(x) dx = OleO - (b I k). (10) 

Then 

(b' I k) I 

A(x) = 'If,,(x) - (b' I 0) ~b(X), (11) 

both for k ¥: 0 and for k = O. 

4. EXAMPLE 

We shall present here a simple example which 
brings out the physical reasoning behind the mathe­
matical ansatz (4). Suppose x stands for the position 
vector x of a single spinless particle, take the indices 
k to be wave vectors k, and choose the 'lfk to be 
normalized plane waves with periodicity volume Q: 

radius of the hole. It is then clear from (14) that not 
only /0, but all/k of sufficiently low k, will have the 
same hole cut out of them. The functions fk are thus 
well suited to the physics of the suggested applica­
tion6 ; they correctly represent the physical fact that 
He4 atoms oflow energy do not penetrate the "bubble" 
blown by the electron. This application was the 
origin of the ansatz (4). 

5. CONSTRUCTION OF COPW'S FOR THE 
CASE OF MANY BOUND STATES 

Return now to the case of many bound states ~a' 
originally considered in Sec. 2. In many applications 
it is possible to pick out a subset of the "plane waves" 
'lfk such that each member of this subset resembles, in 
certain respects, one of the ~~. In this way, one sets up 
a 1-to-1 correspondence ~~ +-+ 'lfk" between the bound 
states ~~ and certain of the plane waves. This suggests 
the following generalization of (4): 

f~(x) = ~aCx), 

/~(x) = 'lfix) - L.~c~.k(~ix) - 'lfk~(X)J, (15) 

k ¥- any k". 
The conditions 

(fa ,fk) = 0, k ¥: any kp (16) 

lead to the equations 

L.pM"pcp.k = (0:1 k) (17) 

for the determination of the ca,k, where 

(18) 

The inhomogeneous equations (17) have a unique 
solution for the Cd provided only that the determinant 
of the matrix (M"p) does not vanish. 7 It is readily 
verified that the C~.k satisfying (17) also lead to 
orthonormal COPW's: 

1J!k(X) = Q-te;k'x. (J 2) Uk ,/".) = ()kk" k and k' ¥: any k~. (19) 

Define Xb(X) and Xb(k) by 

</>~(x) = Q-tXb(x), 

Xb(k) = f Xb(x)e-ik
,
xd3x. (13) 

Then the COPW's (11) are 

f ( ) - r.-t[ ik·x X:(k) ()] 
Jk X - u e - Xb x . 

X:(O) 
(14) 

Suppose ~b(X) differs from 'lfo(x) = n-t only by 
having a "hole cut out" in the neighborhood of the 
origin.6 Then Xb(X) will be unity in the neighborhood 
of the origin, falling to zero for x larger than the 

The completeness relation 

L."faCx)f:(x') + L.~A(x)f:(x') 
= ~~V'kix)'lfk:(X') + ~~V'iX)V'Z(X') 
= o(x - x'), (20) 

where the prime on L.~ implies omission of all k", can 
be verified by tedious algebraic reductions based on 
the identities 

C~.k = r.p(M-1)"P(fJ I k), 

L.~(fJ I k)*'lfix) = ~fl(x) - L.2 (fJ I k,,)*'lfk/X ), 

r.~(C)( I k)(f31 k)* = J2P - r.y(0:1 ky)(f31 ky)*, 

L.p(M-1)a.P(f31 k1) = (M-1)a.y - J"y, 

(21) 
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which follow from (17), (18), and completeness of the 

set {lPk}' 
More explicit expressions for the COPW's can be 

derived in the special case that the symmetry of the 
cPa and 'lfJka is such that 

(a/ kp) = 0, a¥- (3. (22) 

Then it follows trivially from (17) and (18) that 

Ca," = (ex / k)/[l - (ex / ka)]. (23) 

As in Sec. 3. it is convenient to define 

cP~(x) = 'lfJIc/X) - cPa(x), 

(ex' I k) = J (cP~(x)]*'lfJix) dx = 0k,ka - (a/ k). (24) 

Then (15) can be written 

(ex' / k) , 
fk(X) = 'IfJ,,(x) - ~a -/ - cPa(x) (25) 

(a' ka ) 

JOURNAL OF MATHEMATICAL PHYSICS 

for all k, provided that we define 

f"a(x) = fa(x) = cPix). (26) 
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The basis-independent approach to canonical commutation relations (CCR's), which allows arbitrary 
test-function spaces for smearing the field operators, is a generalization of the basis-dependent approach, 
in which the fields are smeared with an orthonormal system (or finite linear combinations thereof) to 
obtain an infinite set of qk and p.. Using recent results on continuity properties of representations of the 
CCR's, we show that every representation of the basis-independent type in a separable Hilbert space can 
be obtained by continuous extension of a suitable representation of the basis-dependent type where prop­
erties like irreducibility, cyclicity, etc., remain unaffected. In this sense, both approaches are equivalent, 
and the classification problem for CCR's is reduced from the simultaneous consideration of all representa­
tions for all possible test-function spaces to those for a single one (up to isomorphism). 

1. INTRODUCTION 

There exist two different approaches to the canonical 
commutation relations for infinitely many degrees of 
freedom or fields (equal-time commutation relations). 
The first one, as investigated by Garding and Wight­
man ,1 starts from infinitely many qk and h with the 
usual commutation relations. The second one, as 
formulated by Segal2 and studied by Araki3 and Lew,4 
starts from smeared field operators <I>(f) and neg) 
where f and g are elements of some real test-function 
or some general real linear spaces <tJ<\l and <tJn , 

respectively. One has a nondegenerate bilinear form 
(f, g). Heuristically, 

<P(!) = f <I>(x, to)f(x)d3x 

and similarly for neg), so that in view of 

[<I>(x), n(x)] = ib(3)(X - y) 

one demands 

[<I>(f), neg)] = i(f, g). 

In this second "basis-independent" approach one 
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can, in principle, consider all possible test-function 
spaces 'lJ '" and 'lJ n. In this respect, it is a generaliza­
tion of the first approach which is obtained by choos­
ing the particular test-function space 'lJ", = 'lJn = 
'lJ 0, where 'IT 0 consists of all finite linear combinations 
of some orthonormal system hl' h2' ... ; 'lJo can be 
identified with the space of all finite sequences (al , ••• , 

an, 0, ... ) of real numbers. One can define qk = <I>(hk ) 

and h = n (11k)' This will be called the basis depend­
ent (or Garding-Wightman) approach. 

The choice of specific test-function spaces, up to 
now, had to be justified by physical arguments. If 'IT,,, 
and 'lTn were chosen too large, e.g., equal to the space 
L2 of all square-integrable functions, one might lose 
some physically significant representations of the 
CCR's with a smaller test-function space, for, by 
restricting representations for L 2 to a subspace 
CO' c L2, one need not obtain all representations for 'lJ. 
On the other hand, if the t~st-function spaces were 
chosen too small, this might destroy properties of the 
representation such as cyclicity, irreducibility, or 
what not; and in quantum field theory these properties 
have a direct physical significance (cf., e.g., Araki's 
results for the Hamiltonian3). 

The purpose of this paper is to show that, without 
losing any of such properties, one can restrict oneself 
to 'lJ o' It will turn out that every representation of 
the basis-independent approach (for any choice of 
CO'", and <tTn) in a separable Hilbert space can be 
obtained from a suitable Garding-Wightman repre­
sentation by extending the latter in the natural metric 
introduced by Hegerfeldt and Klauder5 and identi­
fying isomorphic test-function spaces. This reduces 
the problem of classifying all representations of the 
CCR's for all possible test-function spaces to the 
study of representations of the Girding-Wightman 
type. 

It is customary to define a representation of the 
CCR's to be a family of unitary operators U(j) and 
V(g) with IE'lT", and g E CO'n satisfying the Weyl 
relations 

U(fl + 12) = U(fl) U(f2) , 

V(gl + g2) = V(gl)V(g2) , 

V(g)U(/) = exp [i(f' g)]U(f)V(g). 

One assumes ray continuity, i.e., weak continuity of 
U(Af) and V(Ag) in A for fixed I and g. The relation­
ship to the fields is given by U(f) = eiCli(f) and 
V(g) = e;IT(g) through Stone's theorem. This Weyl 
form avoids domain questions. Taking 'lJ", = 'lJn = 
'lJo one obtains the basis-dependent approach in the 
Weyl form. 

Any representation of the CCR's is a direct sum of 
cyclic representations. A cyclic representation of the 
basis-dependent approach, i.e., with 'lJ\II = 'lJn = 
'lJo , belongs necessarily to a separable Hilbert space, 
so that in this case nonseparable Hilbert spaces can 
enter only through uncountable direct sums. In the 
basis-independent approach this need not be SO.6 It is 
clear, therefore, that the above-mentioned separability 
condition is necessary. 

A precise formulation of the main result is given in 
Sec. 4. Its proof is based on properties of the metric d 
which are of independent interest. They are derived in 
Secs. 2 and 3. Section 5 contains a discussion of the 
results and of its connection with Garding domains 
and analytic vectors. 

2. CONVERGENCE IN METRIC d IS CON­
VERGENCE IN MEASURE 

In Ref. 5 it has been shown that each representation 
of the CCR's which is cyclic or a countable direct sum 
of cyclic representations induces a natural metric du 
on (1J<I> and dv on 'lJn . The metric can be written as 

and similarly dv for 'lJ n, where CPo is either a cyclic 
vector or a vector whose components with respect to 
the direct sum of cyclic subspaces are cyclic in each 
subspace. The metric defines the weakest vector topol­
ogy on 'lJ '" and 'lJ n for which the maps I -+ U(f) and 
g -+ V(g) are strongly continuous. Furthermore, the 
representation can be extended by continuity to the 
completion of 'lJ\II and 'lJn in du and dv , respectively. 
In the following, we mostly suppress the indices U and 
V and talk about the metric d. 

In Ref. 7 a direct integral form of representations of 
the CCR's has been obtained which is, in particular, 
valid for a separable Hilbert space Je. Accordingly, 
one can write 

f
EB 

Je = Je(F) dft(F), 
'\Y' <I> 

(2.2) 

where 'lJ ~ is the algebraic dual of 'lJ \II, F E elJ ~, and 
where ft is a finite 'lJn-quasi-invariant measure (on the 
Borel sets of 'lJ ~, the a-algebra generated by the 
weakly open cylinder sets in 'lJ~). The action of U(f) 
is given by 

(U(f)cp)(F) = ei<f.F)cp(F). (2.3) 

The form of V(g) in this direct integral realization is 
not of interest here. Now the following connection 
between d and ft will be established. 
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Theorem 2.1: Assume fn E 'DC!>' Then d(fn) -+ ° if 
and only if (f" , F) -+ ° in It-measure. 

Proof: Let f{'o correspond to the vector function 
(Fo(F). According to the remark following Corollary 
S.4 in Ref. S, one can assume II tpo(F) II == I. Inserting 
Eq. (2.3) into (2.1), one obtains 

d(f)Z = C'dAe-;.2J ,dp(F) II(eiA(f,[o') - 1 )Vo(F)11 2
, 

• -x \) C!> 

dUY = 2 fdAe-'/fdp(F){l - cos (}.(f, F)]). (2.4) 

Using the properties of such measures, as, for instance, 
explained in Ref. 8, one can show that cos [A(f, F)] is 
measurable onR l x 'D~. Therefore, since the inte­
grand is positive, one can interchange the order of 
integration. Thus one obtains 

(2.S) 

Now, for d(fn)2 -+ 0, it is necessary that the integrand 
go to zero in measure. Thus exp [- Hi n' F)2] has to 
go to one in measure. But then (fn' F) goes to zero in 
measure. Conversely, if this is the case, then the inte­
grand goes to zero in measure. Since the integrand is 
bounded and since the measure is finite, the integral 
tends to zero, by Lebesgue's bounded convergence. 

QED 

Interchanging the role of U(f) and V(g), one ob­
tains a finite measure fl on 'Db and a result analogous 
to Theorem 2.1. 

EachfE'DC!> defines a measurable function on 'D~ 
by f(F) = (f, F). As for any finite measure space, the 
set of all (equivalence classes of all) fl-measurable 
functions on 'D~ becomes a metrizable linear topo­
logical space if endowed with the topology of conver­
gence in measure. 'D <I> can be regarded as a subspace. 
Theorem 2.1 states that'D C!> with its metric d is homeo­
morphic to this subspace. 

3. THE METRIC SPACES 'D <I> AND 'D IT ARE 
SEPARABLE 

In this section the following result will be proved: 

Theorem 3.1: Let U(f), V(g),fE'DC!> and gE'Dn 
be a representation of the CCR's in a separable 
Hilbert space .re. Then 'DC!> and 'Un are separable in 
the metric d. 

Proof: By Theorem I of Ref. 7, one can regard the 
space L; of all ,u-square-integrable functions as a 
subspace of.re. This can also be seen directly from the 
integral decomposition (2.2), if one represents Je(F) 

as a sequence space of dimension n(F). Then L;' is 
isometric to the space of all vector functions 1J!(F) E 
JC(F) with all components, except possibly the first, 
vanishing. Thus L! c .re is separable. 

This implies that the measure ring of all measurable 
sets in CU:I, modulo fl-null sets is separable.9 Let E1 , 

£2' ... be a dense set in the measure ring, let Ei be a 
representative for Ei , and let X"'; (F) be the character­
istic function of Ei , i = 1,2, .... For the metric on 
the ring, one has 

Now letf(F) be a measurable function. Then there 
exists a sequence of simple functions sJF) which con­
verges to f(F) everywhere. Hence, s,. -+ f in measure. 
The simple functions s,. have the form 

s(,.) 

s,.(F) = L c~v)X~''\F), 
cr:=1 

where the X~v) are characteristic functions of measur­
able sets. Hence, for each X~,.), there is a particular 
Ei(.,v) of the above {Ei} such that 

where E is any positive number and where r v is the 
maximum over 'Y. of rational numbers r~v) which are so 
chosen that 

We put 
S(v) 

s(F) = L r~v)Xi(.,v)(F). (3.1) 
.~l 

Both Sv and s are in U, and by the triangle inequality 
lis,. - sill < E. Hence for each v there is a sequence 
Sv,k of the same form as in Eq. (3.1) converging to s,. in 
U. But this implies Sv,k -+ s,. in measure. Let p be the 
metric for convergence in measure. One can choose a 
function S,. from {S,..k} such that pes,. - S,.) < 2-v • 

Then 

Since the set of functions of the form of Eq. (3.1) is 
countable, the space of measurable function with the 
topology of convergence in measure is separable. Now, 
every subset of a separable metric space is also separ­
able. Hence, by Theorem 2.1, 'U<I> with its metric d is 
separable. 

Interchanging the role of U(f) and V(g), one obtains 
the same result for 'Un. QED 

Although it is not needed for the following, we note 
in passing that the converse of Theorem 3.1 also holds. 
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Corollary 3.1: Let U(j), V(g) be a representation of 
the CCR's which decomposes into a countable direct 
sum of cyclic representations. Let both 'D <I> and 'D II 
with their respective metric d be separable. Then the 
representation space Je is separable. lO 

Proof' Consider a cyclic subspace Jel c Je with 
cyclic vector To. The set of linear combinations with 
rational coefficients of vectors of the form U(j) V(g) To 
is dense in Jel • Now let {h, i = 1, 2, ... } and {gj' 
j = 1,2, ... } be dense sets in 'D", and 'Dn for d. 
For eachfE 'D", and g E '1)n, given E > 0, there is an 
h and a gj such that 

II{U(j) - U(h)} V(g) To II 
and 

II{V(g) - V(gj)}Toll < lE. 
Hence 

II{U(j)V(g) - U(h) V(gj)} To II < E. 

Therefore, the set of linear combinations with rational 
coefficients of all U(h) V(gj) To is dense in Jel . Thus 
Jel is separable. As a countable direct sum of such 
subs paces , Je is also separable. QED 

4. THERE ARE ENOUGH REPRESENTATIONS 
OF THE BASIS-DEPENDENT APPROACH 

The result announced in the introduction is now an 
immediate consequence of the following theorem, 
whose significance will be discussed further below. 

Theorem 4.1: Let U(j), V(g), with fE 'D", and 
g E elJ 0' be a representation of the CCR's in a 
separable Hilbert space, and let du and dv be the 
associated metrics on 'Del> and 'Dn. Then there are 
elements hI' h2 , • •• in '1)", and h~, h~, . .. in 'Do 
such that: 

(i) (hi' h~) = bile for alI i, k. 

(ii) 'D~ = L{hl' h2 ,"'} 

and 
'D~ = L{h{, h~," .}, 

the finite linear spans of the hI, h2 , ••• and h~, h~, ... , 
are dense in the metric spaces 'D", and 'Do, respec­
tively. If 'D", = 'Dn = 'D, one can choose hi = h; 
such that 'D~) = 'D& is dense in 'D for the metric 
du + dv · 

Proof: By Theorem 3.1, there exists a sequence of 
elements in 'lJ<I> which is dense in 'lJ<l>(du ). We omit all 
elements which are linearly dependent on preceding 
ones. We caIl the resulting sequence {h,f2,' .. }, and 
denote by 'lJ~ the set of all finite linear combinations 
of the /;. Then 'lJ~ is dense in 'lJ<I>(du ). We define {gl' 
g2, ... } and 'lJ& in the same way for 'lJII . 

Assume fE 'lJ~ and (f, g) = ° for each g E 'D&. 
Then f = 0, since for any element g E 'lJ n there is a 
sequence {gn} such that gn E'lJ& and gn --+ g(d). But 
then, by Theorem 1.5 of Ref. 5, (j, g) = lim (f, gn) = 
O. Similarly g = 0 if (j, g) = 0 for allfE 'D~. Hence 
the bilinear form (j, g) remains nondegenerate when 
restricted to 'D~ and 'D'h . 

It follows that, for fixed i, (h, gv) cannot vanish for 
all v. With this observation one can construct {h.;} and 
{h;} by a three-step induction, a generalization of the 
Schmidt orthogonalization procedure. 

We put hI = fl and let gk
1 

be the first gi such that 
a l = (h, gk) ¥- O. We put h~ = a~lgkl . Assume that 
hi' gk, ' and h; , i = 1, n - 1, have been defined in such 
a way that 

(hi' h~) = bik , 

L {h v = 1 ... i} = L {f v = 1 ... i} 
v' " V'" , 

L {h' v = 1 .. , i\ = L {g v = 1 ... i} v' , 'J kv' , " 

(hi' g,..,) ¥- 0, (h;, ga) = 0 

for ex < ki' i = 1, ... , n - 1. 
Now we define 

n-l 
hn = fn - 2, Un' h;)hi · 

i~l 

Then hn ¥- 0, (hn , h;) = 0, and L{hl ,"', hn} = 
L{fl' ... ,fn}· Letgkn be the first member of {gl""} 
which satisfies an = (hn' gk) ¥- 0,11 Define 

Then (h n , h~) = 1, (hi' h~) = 0 for i < n, and 

L{h~, ... , h~} = L{g~l' ... , g~,J 

Obviously, the finite linear span of the hi is 'D~. 
Furthermore, each gi appears as a gkn for some n; for, 
otherwise, (h n , gi) = 0 for alI n and thus gi = O. 
Since gk

n 
E L{h~, ... , h~}, it folIows that 'D¥r = 

L{h~, h~,·· .}. If 'lJ<I> = 'Dn = 'D, then'D is separ­
able for the metric du + dv , and one simply has to 
orthogonalize a dense sequence. QED 

The denseness of '1)~ in 'lJ", and 'lJ& in '1)11 with 
respect to the metrics d u and dv , respectively, means 
that every element f E 'lJ", is a limit of a sequence 
in '1)3" J" ~ fed), where at the same time, by Ref. 5, 
U()..fr.) -). U(Af) strongly for ever/2 A; similarly for 
'lJn . Thus it suffices to know the operators U(f) and 
V(g) only for f E 'lJ3, and g E CU& since then the whole 
representation is determined. That is, one can confine 
oneself to the subrepresentation U(j), V(g) , with 
f E 'lJ~ and g E 'lJ& . Since the metrics dfI and d} 
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induced by this representation on 'U~ and 'UfI coincide 
with the restriction of d to 'U~ and 'U¥:r , it suffices to 
extend the representation UU), V(g), with f E 'U~ 
and g E 'U¥:r , in the metrics dfij and d~. To obtain all 
of CU'", and 'Urr , it may, in general, not be necessary 
to go to the completion of CU's, and CU'fI since CU'", and 
CU'u are, in general, not complete in d. 

Now, if one puts U(Ahk) = ei~qk and V(Ah~) = e iAPk , 

one just obtains a basis-dependent representation; 
any UU), f E 'Us" is a finite product of some U(A~k) 
and similarly for g E CU'?I' If one isomorphically 
identifies hn f--+ h~ then CU's, = 'U¥:r. In this case, one 
has to bear in mind that in general the metrics du and 
dv are different so that, to obtain CU'", and <Un, one 
has to extend 'Uo = 'Us, = CU'¥:r by df; and d~, 
respectively. 

This shows that the basis-dependent approach 
provides enough representations to obtain any repre­
sentation of the basis-independent approach by a 
continuous extension of a suitably chosen basis-de­
pendent Garding-Wightman representation. This is 
summarized in the next corollary, a reformulation of 
Theorem 4.1 and the main result of this paper. 

Corollary 4.1 (Sufficiency of Basis-Dependent 
Approach); For every representation of the basis-inde­
pendent approach, UU), V(g) , withfE'U",andgE'Un , 
in a separable Hilbert space :Ie, there is a representa­
tion of the basis-dependent approach, Uo(fo), Vo(go) , 
with !O, go E CU'o = [{hl' h2' ... }, (hi> hk ) = bik , in 
:Ie, with the following properties: (i) CU'o can be 
embedded in CU'", and CU'n in such a way that U(f) = 

UoUo) if ff--+!o and V(g) = Vo(go) if g f--+ go; (ii) CU'", 
can be embedded in the completion of CU'o with respect 
to the metric duo' and CU' n can be em bedded in the 
completion of 'Uo with respect to the metric dvo ' i.e., 
every fE CU'", can be identified with dvo-Cauchy 
seq uence in CU' 0; (iii) if fn E CU' 0, f E 'U "', and fn -+ 

f(du ) , then Uo(Afr,) -+ U(Af) strongly for each A; 
if gn E CU'o, g E 'Un, and gn -+ g(dvo)' then VO(Agn)-+ 
V(Ag) strongly for each A.i3 

5. DISCUSSION: ANALYTIC VECTORS AND 

GARDING DOMAINS 

Let us discuss the above result for the physically 
important case of equal test-functions spaces for both 
fields, CU'II> = CU' n = 'U. One has to determine all 
representations of the CCR's in separable Hilbert 
spaces for all CU'. Consider, first, Girding-Wightman 
representations, i.e., for the space CU'o of all finite 
linear combinations of an orthonormal basis. Each 
such representation, D say, determines a metric 

duo + dvo on 'Uo, and D is strongly continuous in 

this metric. Denote by 'Uf the completion of 'Uo in 
this metric. Then D can be extended to a represen­

tation Jj for the larger space <Df by continuity.l4 

Let CU'o c 'U1 C 'lJf and let the bilinear form (f, g) 
be nondegenerate on CU'l' We denote by D9Jl the 
restriction to Jj to CU'l' Then the basic result of this 
paper is that all D'lJl obtained in this way (for 
all possible D) give a complete solution for the above 
"basis-independent" approach for all CU' (with a suit­
able identification of test-function spaces). Of course, 
the proof in Sec. 4 goes just the other way around. 

For general test-function spaces 'U", and 'Un, the 
situation is similar. 'Uo is the smallest space one can 
start with since finite linear combinations are always 
allowed. The completions of CU'o in duo and dvo yield 
the largest possible test-function spaces,14 and their 
subspaces yield all CU' '" and CU' n. This carries the idea5 

that "every representation determines its own test­
function space" to its final conclusion. 

As an immediate application, we note a consider­
able simplification in the realization of the CCR's by 
means of a measure. 3.7 The above theorem implies that 
any representation of the CCR's in a separable Hilbert 
space can be realized as a direct integral by means of a 
measure on CU'~, the space of all infinite sequences 
of real numbers. The measure is quasi-invariant not 
only for CU'o c 'U~, but also for 'Un embedded in 
CU'~. This means that the in general extremely large 
space 'U~ can be replaced by the much smaller 
space 'U~. 

It may be worthwhile to point out that the above 
orthonormal bases have little to do with L2 conver­
gence of test functions. This is most easily seen from 
the following example, which at first sight seems to be 
paradoxical and inconsistent with the above results. 
Consider a representation of the CCR's characterized 
by the expectation functional 

E(f,g) = exp {-[(f,J) + (g,g) + if(O) + i,~(O)]}, 

1(0) = J lex) d3x, g(O) = J g(x) d3x, (5.1) 

which is well defined for any fand g E L2 n V. It was 
noted by Araki (cf. the remark in Ref. 15) that this 
representation coincides with the Fock representation 
when f and g is restricted to the subspace {f E £2 n 
P, ](0) = O}. Therefore, if one chooses an ortho­
normal basis {hn} where hn(O) = 0 for each n, then 

cfro = [{hl' h2 ,"'} is norm dense in L2 n D, and 
the extension of the representation yields the Fock 
representation, not the original one. 

The solution to this apparent paradox is quite 
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simple. The natural metric is, in this case, 

du (j)2 = 27Tt(1 - [1 + (f,f)]-1 

X exp {-](0)2/[1 + (f,f)])) (5.2) 

and the same expression for dv(g). Omitting the term 
with {j(O)}2, one obtains the metric for the Fock 
representation. It is evident that the above subspace 

<fro is not dense in V () U with respect to the metric 
du since convergence in du means that both (fn - f, 
fn - f) and Un(O) - f(O)} converge to zero. Hence, 
in the metric du , one can never approximate a func­

tion f with ](0) ~ 0 by functions from c(J 0 • 

The above results have an immediate application to 
the question of analytic vectors and Garding domains. 
In a recent paper Reed16 has shown that the gener­
ators qk and h, k = 1, 2, ... , of a basis-dependent 
representation possess a common dense set of analytic 
vectors as a common invariant dense Garding domain, 
on which they are essentially self-adjoint. Certain in­
finite linear combinations of qk and of the h can also be 
defined on this domain; they leave it invariant and are 
essentially self-adjoint on it. Hence one has, by 
Theorem 4.1, the following. 

Corollary 5.1: Let U(j), V(g) , with fE 'U", and 
g E 'Un, be a representation in a separable Hilbert 

space .le. Then there are subspaces c\.y", of 'U", and 

9J n of 'Un, dense in the natural metric and a 
domain D, dense in .le, such that all generators Cf>(f), 

f E 9J "', and n (g), g E 9J 11 , are defined and essentially 
self-adjoint on D, leave D invariant, and possess each 
"p E D as an analytic vector. 

One obviously has, with the 'Us, and 'U¥I of Theorem 

4.1, the inclusions 'Us, c cU '" c 'U '" and 'U¥I c 

cUrr C 'Un. It would be interesting if one could show 

that one can always choose <D", = 'U", and <D n = 
'Un· 
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